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(I) The Sampling Paradox

The Sample of One

Example I

	First year medical students are required to take a lab course in human anatomy. 
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Each is given a cadaver to dissect and the challenge of learning a vast Latin-based vocabulary as well as the functions of the various anatomical systems of the human body.

Other than the anatomical differences between male and female cadavers, the students will generalize this knowledge to the 150-thousand or so patients that they will treat across their respective careers. 

In this case, a sample of one suffices for a generalization to all.

Example II

Matt’s hobby is making beer. He has made various varieties from lagers to stouts, bitters, and pilseners, but his favorite is Palilalia India pale ale.

	His recipe is simple enough, just nine ingredients.
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7 lbs amber plain dried malt extract

1 lb crystal malt

0.5 lb toasted malted barley

2 tps gypsum

1.5 oz Northern Brewer hops

0.75 oz Cascade hops

2 pkgs ale yeast

0.75 cups corn sugar

5 gals distilled water

He toasts the malted barley in his oven for 10 minutes at 350 degrees. 

The barley and the next four ingredients are then boiled for 45 minutes in 1.5 gallons of distilled water, with the cascade hops added to this wort for the last minute of boiling.

The mixture is cooled to room temperature, 3.5 gallons of distilled water are added, and the mixture is set aside for 3-days to ferment.

Before bottling, Matt adds the yeast and corn sugar to carbonate the beer, and the bottles are set aside for 4-months to mature.

No matter where he buys his ingredients, Matt always achieves a beautiful copper colored beer with a bittersweet assertive flavor and malty aroma.

His recipe and brewing procedure have generalized consistently to all the India pale he has ever made.

Example III

	A professor of criminology arranges with the warden of a state prison to assign each of his students one prisoner to study for the duration of his Introduction to Criminology class.
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Their assignment is to psychologically, sociologically, and anthropologically “dissect” their convicted felon, recording their findings in a bound lab book.

Notwithstanding differences between male and female offenders, …

The professor believes the exercise will enable students to make future valid generalizations about the etiology of criminality to the entire population of convicted felons. 

The paradox

Most people would not reject the first two examples as logically repugnant. But virtually everyone would find the third example stupid. Why? What’s the difference?

After considering the matter, it is evident that the difference lies in what is called the individual differences among the entities in the population.

Technically, the issue turns on the variance ((2) in the population of the trait under investigation. 

In the case of human anatomy, there is practically no variance in the arrangement, location and function of the various physiological systems of the human body. 

For Matt the brewer, it makes virtually no difference where he buys his amber malt extract or any of the other ingredients. If he faithfully follows his brewing procedures to the letter, he gets the same beer with all its desirable attributes every time.

But clearly this is not the case with the psychological, sociological, or anthropological etiology of criminology. 

The fact is that there is considerable between- subject variability in how these factors affect criminal behavior.

Contrasted with the anatomical knowledge needed by a medical doctor, the student of criminology will have to study vast number of offenders before being confident in making any generalization about all offenders.

The basic logical issue here is population variance.

Determinant Relationships

In the physical sciences, researchers attempt to discover relationships and hopefully reduce them to mathematical equations that have universal and invariant application. 

Such equations are called scientific laws, and innumerable ones have been discovered over the last four centuries.

Example A simple case in point involves the calculation of the distance traveled as a function of time and rate of travel.


distance = (rate) (time)

The distance traveled in 2 hours at 65 mph is 130 miles. This law holds wherever one is traveling on earth, no matter the conveyance, the rate, or the time.

It is a determinant law. In using the equation to calculate distance, we don’t have to qualify the answer with adjectives like “approximately” or “probably.”

Example In 1851, Léon Foucault, the science editor for the Journal de Débats and a man with an avid interest in science, empirically demonstrated the rotation of the earth, a proof for which had baffled scientists for centuries.

	He hung a 220-foot long pendulum from the ceiling of the Panthéon in Paris and invited the public as well as the scientific community to witness his demonstration. 
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Léon Foucault

1819-1868
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	No only did the pendulum swing back and forth, it also continuingly changed its vertical plane through 360º over the course of time, as illustrated below.




Birds-Eye View of Foucauld’s Pendulum



The members of France’s Académie Royale des Sciences scoffed at Foucauld’s demonstration in spite of what they saw. In their eyes he was nothing but a mere newspaper reporter. 
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Siméon Dennis Poisson

1781-1840
	In addition, hadn’t their mathematical icon, Siméon Dennis Poisson proved mathematically that such pendulum motion was impossible, and even if it occurred, it would be impossible to detect?




Working in his mother’s basement, Foucauld went on to mathematically prove that the time it takes a pendulum to move through 360º of vertical plane is given by the law below.


T = (24 hours) / (Sin ()

Where: 

T = time

Sin ( = the trigonometric sine of the latitude at which the pendulum is hung
For instance, the City of Houston, TX, lies at 29° 50” north latitude, or 29.83°. A pendulum hung at this location would pass through 360° of vertical plane in 48.25 hours. 


T = (24 hours) / (Sin ()


The sine of a 29.83° angle is 0.4974

T = (24 hrs) / (0.4974) = 48.25 hrs

Foucauld’s scientific reputation was eventually vindicated as the invariant nature of this equation was subsequently demonstrated to work at locations all over the globe. 

As a result, and with the greatest reluctance, the French Académie finally admitted Foucauld as a member in 1865, but not without extreme pressure from Emperor Napoleon III.

In these two example, and there are many others that could be cited, we see that the “laws of nature” can sometimes be reduced to mathematical expressions that are deterministic, invariant, and broadly generalizable.

In the case of the pendulum, Foucauld’s law works no matter the length of the pendulum, where it is located, or what it is made out of, as long as it has sufficient mass.

As we shall see, there are many other relationships in nature that do not lend themselves to mathematically deterministic equations. 

In such circumstances, the best that we can do is to express a generalization about the relationship in probabilistic vis-à-vis determinant terms. 

Probabilistic Relationships

Example

In the process of evaluating the Union County Juvenile Boot Camp Program, …

The researcher explored the relationship between success and failure and the age that the juvenile was first referred to the juvenile authorities.

The results are reported bellow. The 1.4-year difference in mean ages was found to be significant. (t = 0.168, df = 150, p < 0.05)

	Outcome
	Mean Age 1st Referral

	Success (n1 = 64)
	15.2

	Failure (n2 = 88)
	13.8


Q What can be generalized about boot camps from this finding?

A Not much, if anything.

The two groups only differ on average. 

Some juveniles who were very young when they were first referred succeed, while juveniles who were first referred at a substantially older age failed. 

The effect of age of first referral has a probabilistic effect on success, not a determinant one.

Q Can these results be generalized to the population of all juveniles in boot camp programs throughout the US?

A Of course not. Such programs vary substantially in admission criteria, how they are administered, quality of staffing, and so on. 

There is no logical basis for believing that the Union County program is typical of boot camp programs. More to the point, we don’t even know what the program is representative of.

Consistent with the principle enunciated above, we can assume that there is substantial variance among the juvenile boot camps, and …

Any generalization about the effect of age at first referral on success would have to be based on the study of a large number of youngsters who passed through a large number of boot camps.

A gross comparison of the literature in the physical sciences with that of the behavioral and social sciences, indicates two stark points of contrast.

Sampling is a far more critical issue in the behavioral and social sciences, and …

Generalizations emanating from the behavioral and social sciences are much more likely to be probabilistic than determinant.

Probabilistic Behaviors as Ultimately Deterministic

Q Is the fact that generalizations about human behavior must be usually couched in probabilistic terms mean that …

Such relationships are in fact probabilistic, or …

Does it mean that the true determinant nature of such relationships is masked by the lack of reliability of our measures and the inability to control all relevant sources of extraneous variance? 

A The answer to this question leads us into the domain of the philosophy of science where we shall find that the question is unsettled and the subject of interesting debate.

Example

Let’s assume that there is a determinant relationship between becoming an alcoholic and having an alcoholic parent.

If this were true, then every child of an alcoholic parent would be an alcoholic. Yet common experience indicates that this is clearly not the case.

Q Then should we conclude that the relationship is not determinant, merely probabilistic?

A Not necessarily.

What does the term “alcoholic” mean? How do we measure it? Are the measures used reliable? What are their respective validities?

By the time we answer these questions we come to realize that …

At least one reason we are limited to making probabilistic generalizations about this relationship is because of …

The imprecision of the theoretical construct “alcoholic” and the inadequacy of the measuring instruments used to measure it.

This discussion underscores several realities about the conduct of research on human behavior.

The study of a sample of one subject (N = 1), or an incidental sample of a few, will not lead to valid generalization about the many.

Even with a study of a representative sample, the best we can usually hope for is a probabilistic generalization about the many.

Therefore, an understanding of sampling technology is critical in research that seeks to discover the underlying relationships that account for human behavior.

If we assume that all human behavior is deterministically driven, then we could reason that any human exposed to a stimulus X …

Would invariantly be observed to manifest the response Y, if and only if we controlled for all the other factors that are related to Y.

A fundamental problem in behavioral and social research is our inability to control for all the other factors that are related to Y. Therefore:

We can not make valid generalizations based on a sample of one, and …

What generalizations we do make based upon representative samples are of necessity couched in probabilistic terms, not determinant ones.

(II) The Sampling Paradigm & Terminology

The Sampling Paradigm

The essential problem in sampling is depicted below. The example illustrates the problem of estimating the mean (() of a variable in a population.
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The goal in sampling is to secure a sample that is representative of the population.

In the case above, a sample was drawn from a population by an unspecified method. The sample mean was found to be 17.24 and the sample variance is 3.51.

Q From these sample statistics, can we generalize that the population mean and variance are 17.24 and 3.51 respectively, or at least close to these values?

A We could, but there is not logical basis for knowing that we are correct. In fact, at this point we don’t even know if the sample is representative.
Q How would we know if the sample is representative?

A Other things being equal, the primary determinates of the representativeness of a sample are:

The variance of the variable in the population ((2), …


The sampling method, and …


The size of the sample (N).

Population variance

For a given sampling method, and holding the size of the sample constant, …

The greater the variance of the variable in the population the less representative the resulting sample will be.

Sampling method

As we shall see, for a given population variance and sample size, …

Some sampling methods yield greater confidence in the representativeness of the sample than others.

Sample size (N)

Other things being equal, the larger the sample the more likely it will be representative.

When the sample is small and the population variance is large, the probability of the sample including more extreme values decreases. 

As a result, for a given variance in the population, …

As the sample becomes smaller, the sample variance will increasingly underestimate the population variance.

As should be obvious, these three determinants of the representativeness of the sample are interrelated, as depicted below.
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Studying an Entire Population

Q Given the problem of assuring that a sample is representative of a population, can we bypass the problem by simply studying the entire population?

A One could, but there are several drawbacks to this strategy.

Economics

Frequently the populations we are interested in are very large, in the thousands or hundreds of thousands.

It is simple enough to estimate the unit-cost and unit-time per subject to gather the data on an entire population and multiply these factors by the number of subjects in the population.

If the results are either cost or time prohibitive, sampling is the only viable alternative. 

Dynamic populations

In some circumstances, measuring a representative sample may prove more accurate than measuring the entire population, particularly if the half-life of the population is very short.

Example Imagine we wanted to interview jail inmates on their patterns of drug use. 

The jail in question houses 3800 inmates. We estimate that each interview will take 30-minutes and that 14 interviews can be completed per day.

The jail administrator estimates that the population turns over at the rate of 1.6% per day, or approximately 61 inmates per day, 427 per week.

At this rate the entire population will turn over every 9 weeks, a half-life of 4.5 weeks.

Given that 14 inmates can be interviewed in a day, and working every day of the week, …

We could only interview 882 inmates (23.2% of the population) in 9-weeks, before the entire population had turned over.

With these estimates in mind, by the time we finished 3800 interviews (9-months), …

The jail population would have turned over 4.5 times. 

Q To which of these 4.5 populations would we generalize the results? Also given that jail populations vary seasonally, would any of the generalizations be accurate?

A In this case, a sample would likely yield more valid generalizations than a study of the entire population.

Sampling Terminology: 

Population & Sample

Let’s use an example to introduce sampling terminology.

Example

Suppose we were interested in the correlation between judges’ years on the bench and the average case processing time in felony cases. 

We hypothesize that judges with more bench time will process cases faster than judges with less.

Our goal is to generalize the results to the state’s judiciary

Population The set of all entities we are interested in studying. In this example, all the judges in the state that try felony cases. 

Sample One or more entities selected from the population about which the data of the study are gathered. This would be one or more of the judges trying felony cases.

Defining the population

Four parameters normally define the population of interest. 

· Content




· Units




· Extent

· Time

Content The particular characteristic that the members of the population share in common.

In this example it is the judges whose jurisdiction includes felony cases.

Units Commonly called the unit of analysis, it is the entity about which the data is gathered. In this case it is the judges trying felony cases.

However, the unit of analysis is not always the same as the entities of the population. 

For example, suppose in our study on the judiciary, we defined the population as the county courthouses in the state. 

Say we then randomly selected N-number of courthouses and then examined the case processing records of a sample of the judges in these courthouses.

In this case the population is the courthouses and the units of analysis are the judges.

Extent This refers to the scope of the population that is the subject of study. In our research on judges, we might limit the extent in several ways, by only focusing on …


Judges in a single state,

Judges who exclusively try felony cases,

Judges who have been on the bench for at least one year, …

Excluding felony district judges who previously served as misdemeanor judges, and …

Excluding retired judges who serve as visiting judges.

Time The definition of the population can be further specified by a time factor. The study could focus on the case processing behavior of the judiciary for only the past 10-years. 

Sampling Frame

A sampling frame is a list containing the identities of all the entities of the population. This list is used to select the subjects to be included in the sample.

The sampling frame may or may not be synonymous with the population. Some or many of the entities in the population may not be listed on the sampling frame.

If the attrition is high, generalizations from the sample may only apply to the sampling frame and not the population of interest.

In the present example, we could acquire a list of all the sitting judges from the Office of the Secretary of State. 

However, we would need to make sure that it was current relative to recent retirements, deaths, and judges called out of retirement to act as sitting judges.

It can be hazardous to assume that the sampling frame is synonymous with the population. Two examples are worth noting.

Literary Digest Fiasco

	In 1936 Alfred Landon ran for president against Franklin D. Roosevelt. The Literary Digest predicted Landon to win by a large margin. They could not have been more wrong. 
	[image: image7.jpg]





Instead of using a sampling frame of likely voters, they used a combination of automobile registrations and telephone numbers. 

In the heart of the great depression this biased the sample toward those of greater means and underrepresented those of lesser means who voted Democratic.

The other problem was that they had a very poor response rate to their mailed survey, only 23%.

Although a respected publication, these two errors conspired in the demise of the magazine a few years later.

CBS News Fiasco

After President Bush’s state of the union address in 1992, CBS’ America On The Line program invited viewers to call-in and register their opinions on various issues using their touch-tone telephones. 

The response was overwhelming, 314,786 viewers called in. 

In the days following, CBS also conducted a survey of 1,234 citizens selected by a probability sampling technique. The difference in the results yielded by the two surveys proved substantially embarrassing to CBS. 

For example, on the question “Are you better off today than four years ago?” …

54% of the call-in sample said “worse off” vs. only 32% of the scientific selected sample, a difference of 32%.

On the question “Are you worried about job loss this year?” …

1.3 times more call-in respondents said “yes” than those interviewed in the scientifically selected sample (64% vs. 48%).

No sampling frame was used to select the call-in respondents - they were all volunteers. 

Yet in spite of the size of the sample, over 300,000, the results showed that this volunteer sample was not in anyway representative of the population. 

Without thinking carefully, …

One can be easily be deluded into thinking that a large sample is ipso facto a representative sample, which the CBS example dramatically demonstrates is not necessarily true.

Sampling Method

This term refers to the method used to select members of the population for inclusion in the sample.

Most treatises divide these methods into two types, probability and non-probability techniques.

Listed below are the more commonly used methods of either type

	Probability Techniques
	Non-Probability Techniques

	Simple random sampling
	Availability sampling

	Stratified sampling
	Snowball sampling

	Systematic sampling
	Quota sampling

	Cluster sampling
	Purposive sampling

	Area sampling
	Dimensional sampling

	Multi-stage sampling
	


Given these multiple methods to achieve the same end begs the question “Which is best?”

No hard and fast answer can be given to this question since …

The research circumstance, knowledge about the population, time, cost, and other considerations will ultimately determine the most appropriate technique for a given situation.

Sampling Error & Total Error

It is important to understand the precise meaning of the term “sampling error”, since it is used imprecisely far too frequently by not only lay people but researchers as well.

It is sometimes used to describe the total error in generalizing from a sample to a population, which as we shall see, is incorrect.

Alternatively, the term “sampling error” is sometimes associated with a confidence interval. 

For example, when the standard error of a statistic is used to calculate a 95% confidence interval of a sample statistic, …

The interval is frequently described as the “window” within which the researcher is 95% confident the associated population parameter is likely to reside, which is not exactly correct.

Sources of total error

The fact that a sample is not a perfectly representative miniature of a population is only one source of the error in generalizing a sample statistic to a population parameter.

Let’s consider three other sources of error, including:


Non-sampling bias


Sampling variability


Internal validity

Sources of non-sampling bias A research study is designed to support generalizations from a sample to a specific “target population.” 

For any number of reasons, the generalizations from the sample actually derived in a study may not apply to this target population. Consider the possibilities.

The sampling frame used to select the subjects may not include all members of the population, or a substantial proportion of the population.

There may be a considerable number of missing values in the sample database, e.g. non-responders to a survey, attrition of subjects during the course of the study, lost data, etc.

The measuring instruments used to measure one or more of the variables in the study may be grossly unreliable.

In pre-post test studies, the effect of pretest sensitization may significantly affect the post-test measures of the dependent variable.

The measures of the dependent variable may be contaminated by the reaction of the subjects to knowing that they are in an experiment. 

For these reasons, and others that could be mentioned, …

The sample actually studied may not be representative of the target population. Instead, 

It is representative of some other unknown population.

This explains why a sample statistic may prove to be an erroneous or biased prediction of the parameter of the target population.

Sources of sampling variability All other things being equal, …

The greater the variability of a variable in the population, …

The larger the sample must be to adequately measure this variability.

The smaller the sample, the greater the underestimation of this population variance.

If the study focuses on between group differences in means, as in an ANOVA or discriminant analysis design, …

The sample data may underestimate the total, within, and between group sums of squares and lead to a Type II error being generalized to the population.

If the study focuses on the intercorrelation among multiple variables, as in a multiple regression or factor analysis design, the underestimation of the associated variances and covariances may also lead to Type II being generalized

Internal validity The internal validity of a study describes the extent to which …

The study design has demonstrated a relationship between the independent and the dependent variables, …

To the exclusion of any uncontrolled sources of variance.

Conversely, the external validity of a study concerns the population to which the results a study can be legitimately generalized. 

It is important to appreciate that the external validity of a study is dependent upon the internal validity.

If the study lacks internal validity, the external validity is really a moot issue.

From what has been presented, it should be evident that sampling error does not equal the total error involved in generalizing the results of a study to a population.


sampling error = total error 

Instead, the total error is a function of several factors as depicted below.



Non-sampling bias



Sampling variability



Total error




Internal validity

What Precisely Is Sampling Error?

Assume that 500 subjects have been randomly selected from a large population. 

The following statistics have been derived on the sample. 


N = 500


X = 14.6


S = 2.57


SX =  (S) / (N)1/2 = (2.57) / (500) 1/2 

          = ± 0. 1149

95% confidence interval = 




= X ± 1.96 ( SX )



= 14.6 ± 1.96 (0.1149) = (14.37 to 14.83)

Q What exactly does this confidence interval mean?

A By the logic of the Central Limit Theorem, …

The standard error of the mean of this sample mean (SX) is an estimate of the standard deviation of a sampling distribution …

Of an indefinitely large number of samples of 500 each … 

Selected randomly from the same population. 

Frequency of 

sample means
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As indicated above:


(SX) ( ( (1( X )

Therefore, the 95% confidence interval is …

The range within which …

We are 95% confident that …

Sample means from innumerable replications will fall.

Nota Bene Strictly speaking then, sampling error refers to the variance ((2) of the associated sampling distribution. 

Q Does this mean that we are also 95% confident that the population mean (() falls within the 95% confident interval?

A Not exactly. We can only make this assumption by stepping up one more level of abstraction.

If every thing works out correctly, …

The mean of all the means in a sampling distribution of means (X) should be …

A close approximation of the population parameter (().


X ( (()

But this provision of the Central Limit Theorem is dependent on the following assumption. 

The mean of all the means of the sampling distribution will more closely approximate the population mean as …

The number of samples included in the sampling distribution increases, and …

As the size of the associated samples (N) increases.

(III) Simple Random Sampling

A Simple Random Sample 

A simple random sample is an example of a probability sampling technique. In fact, as we shall see, other probability sampling techniques are simply extensions of the logic of a simple random sample.

Simple random sampling assumes the following. 

That every entity in the population has an equal probability of being selected into the sample.

This implies that every entity in the population has a known and non-zero probability of being selected.

That the selection of any one entity does not change or bias the probability of the selection of any other entity.

That the sampling is accomplish in one stage, viz. at one time, as opposed to being conducted in multiple stages over an extended period of time.

Example

A researcher is interested in the economic burdens of serving a probated sentence.

Probationers are typically charged a supervision fee, in addition to which some must pay restitution, while others must pay for drug treatment, and so on.

Arrangements are made with the chief probation officer of a metropolitan county to secure a sample of 300 probationers from the 7,246 under supervision.

The researcher is provided a list of all probationers organized sequentially by their 6-digit case numbers.

To select offenders for the sample, …

The researcher randomly selects a starting point in a table of random numbers and proceeds to scan down a column of 4-digit numbers matching these random numbers with offender case numbers

This process is continued until 300 matching numbers are identified.

Several assumption are made in this example.

That a sample of 300 cases is large enough to be representative of the population of 7,246.

That the table of random numbers is truly random, and …

That selecting a random starting point in the table of random numbers assures that each probationer in the population has an equal probability of being selected.

Random Number Tables

Traditionally, older statistical texts include a table of random numbers in an appendix. A section of one of these tables is shown on the next page. (From Sudman, Seymour Applied Sampling, Academic Press, Inc., 1976, 225)

Such a table lists digits in columns and rows that are assumed to be in random order. As such …

The digits 0 through 9 should appear with equal frequency, and …

There should be no identifiable pattern in the order of the digits, either across the rows or down the columns. 

Innumerable algorithms have been developed to produce random digits, we will examine two of them.

Rand’s Million Random Numbers

In 1955, the Rand corporation published a compendium that lists a million randomly generated digits. (Rand Corporation A Million Random Digits with 100,000 Normal Deviate. Free Press, 1955)
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An electronic roulette wheel was used to generate these digits. 

For two months, random frequency pulses were passed through a 5-place binary counter and the result was then converted to a decimal number.

Pairs of the resulting numbers were then added together to produce the million random digits.

The Mid-Square Technique

Another example of a random digit generator is the mid-square technique, an algorithm that starts with a seed number and iteratively produces digits in random order until it returns to the seed number.

The steps in this iterative process are as follows.

Pick a 4-digit number other than 0000, say 3,829

Square this number: (3829)2 = 14,661,241

Select the 3rd, 4th, 5th, & 6th digits of the number and square it: (6,612)2 = 43,718,544

Repeat the process: (7185)2 = 51,624,225

This process will produce a series of four digit numbers with no statistically apparent pattern until it returns to the number 3,829.

Q How is the randomness of random numbers determined?

A Various statistical tests can be applied.

Say among 100,000 “random” digits the frequency of the digits 0 to 9 should be equal, 10%.

In the test of the Rand million digits, for example, the frequencies varied from 9.93% for the number 9 to 10.02% for the number 2.

A chi-square test can be applied contrasting the observed frequencies of the digits with the expected to determine if the observed significantly deviate from the expected.

Another test, called a “poker” test, examines the randomness of 5-digit blocks of numbers.

Runs tests can also be applied to determine if there is any serial correlation in the sequence of the digits.

Generating random numbers on the “desktop”

Most statistical software packages, spreadsheets, and scientific handheld calculators have an algorithm for creating a series of random numbers. 

(IV) Estimating Sample Size

How Big Is Big Enough?

Of common research concern is whether a sample is “big enough”.

This begs the question “What is meant by the term “enough?”

The goal in sampling is to acquire a sample that is a representative miniature of the population in all relevant regards.

Five factors should be considered in determining the adequacy of the sample size. 

The research hypothesis

The sampling method

Sampling fraction

Population variance

The precision required in the generalizations 

Research hypothesis

Example A researcher decides to draw a random sample of 300 offenders who were placed on parole two years ago. 

Of interest are the length of sentence, time actually served, committing offense, current job, various demographic variables, and whether their parole had been revoked.

While a sample of 300 may prove sufficient for generating descriptive statistics on the entire sample, it may not be sufficient for other statistical purposes.

Suppose as an after thought, the researcher tried to conduct a factorial ANOVA to determine the interrelationship between gender, race, and parole outcome with the dependent variable time served.

The table below shows the frequency of cases in each of the 16 cells of this design. 

Clearly the number of cases per cell, particularly for female offenders, is insufficient to support this ANOVA.

Frequency of Parolees by Gender, Race 

& Parole Outcome*

	
	Male
	Female
	Total

	
	W
	B
	H
	O
	W
	B
	H
	O
	

	Success
	53
	22
	20
	9
	5
	2
	2
	1
	96

	Failure
	86
	41
	29
	13
	10
	3
	3
	1
	204

	Total
	139
	63
	49
	22
	15
	5
	5
	2
	300



* W = white, B = black, H = Hispanic, & O = other

Various statistical methods make different assumptions about minimum sample sizes. 

In regression and discriminant analysis models, some authors suggest a minimum of 30 subjects for each predictor variable.

A valid factor analysis may require 30 to 100 or more subjects per variable.

In ANOVA & MANOVA designs one must consider the number of cells in the design and the minimum number of subjects required per cell to adequately estimate population variances and covariances.

Aside from the other factors presented below, the analyst should carefully specify all the research hypotheses and the requirements for the statistical techniques to be used prior to addressing the issue of sample size.

Sampling method

As we shall see in the subsequent sections, for a given size sample, some sampling techniques are more capable of producing a representative sample others, and as a result, less sampling error. 

Sampling fraction

The sampling fraction is the ratio of the proposed sample size (Ns) to the size of the population (Np).


fraction  = (Ns) / (Np)

When the sample is a very small fraction of the population, the sampling fraction is not a matter of concern.

However, when the fraction is more than 5% of the population (f = .05), the sample is probably larger than necessary relative to the estimation of population variance and sampling error.

This is an issue of cost-benefit, not representativeness. 

Considering the unit cost per subject to conduct the study, there is no particular good end served by over sampling.

This problem of over sampling usually arises when the population is relatively small. 

Example As a result of the killing of a probation officer in the line of duty, a study is designed to measure the perceived risk of danger among the officers of a large probation department. 

The department has 742 officers and the study proposes to interview 150 of them.

Is the sample too large? 

The question can be answered by using the following equation. 


Nadj = (Ns) / [1 + (Ns/ Np)]

Where


Nadj = the adjusted sample size


(Ns) = the proposed sample size


(Np) = the size of the population

Returning to the probation study, the adjusted sample size would be:


Nadj = (150) / [1 + (150/ 742)] = 127.77 ( 125

It is estimated that a sample of 125 vs. 150 would be adequate for the proposed study.

On the assumption that under normal circumstances a sample need not be more than 5% of the population, the proposed sample of 150 constitutes a sampling fraction of 0.20 or 20%, far larger than necessary.

Population variance

As mentioned before, the greater the variance of the variable in the population, the larger the sample must be to be “probabilistically” representative.

Unfortunately and far too frequently, we know very little about the population variance, and therefore cannot use such knowledge to estimate the size of an adequate sample.

In this situation, the best we can do is …

Review the literature on comparable studies to determine the variances associated with different research samples and the sample sizes that yielded statistically significant results, or …

Conduct a pilot study to acquire a sample-based estimate of the statistic of interest and it’s standard error, or …

“Guesstimate” the population variance from non-empirical assumptions about the population.

Alternatively, we can answer this question be working “backwards” statistically, …

Either from the standard error of a sample statistic, or …

By fixing the desired margin of error we want to associate with a generalization and calculate the sample size required to achieve this margin of error.

The precision required in the generalizations 

Other things being equal, the larger the sample, the more representative it will be and the smaller the sampling error.

In designing a study one should consider the relative degree of precision that is needed in the generalizations in determining the sample size. 

This concern will be taken up in the next section.

Estimating Sample Size From 

Standard Errors

Standard error of the mean

Example Suppose that we conducted a study to determine the average investigative lapse-time in solving burglary cases. A sample of 70 cases is randomly selected from all the cases solved by the Morrisville Police Department over the past 5-years. 

The results are given below.


Mean lapse-time ( X )= 88.97 days


Standard deviation (S) = 24.41

In order to generalize these results to the population of all cases solved over the past 5-years, we need to calculate the standard error of the mean (Sx) and the 95% confidence interval (CI) of this mean.


Standard error (SX) = (S) /       N



(SX) = (24.41) /      70    = (2.92 days


95% CI = X ± t.05 (SX)



t.05 = 1.9949 for df = (N – 1) = (70 – 1) = 69


95% CI = (88.97) ± (1.9949) (2.92)


95% CI = (83.15 to 94.79 days)

In generalizing to the population, we are 95% confident that the true mean investigative lapse-time to solve burglary cases is somewhere between 83.15 days and 94.79 days.

Q How does this answer the question “Is the sample large enough?”

A Let’s recalculate the 95% CI for sample sizes N = 100, 300, 500, & 1,000, holding the mean and the standard deviation constant. 

Since these represent rather large samples we will assume that the sampling distribution of the mean is normally distributed and use Z = 1.96 in the calculation of the CI instead of t.05.

95% CI = X ± 1.96 (SX)

The table below shows the results of these simulations.

	N 

(% Increase over N = 70)
	SX
	95% CI
	Width of interval
	Percent Change in Width

	70
	2.92
	83.15 - 94.79
	11.64
	

	100

(43%)
	2.44
	84.19 – 93.75
	9.56
	-17.87%

	300

(329%)
	1.41
	86.21 – 91.73
	5.52
	-52.92%

	500

(614%)
	1.09
	86.83 – 91.11
	4.28
	-63.23%

	1,000

(1,329%)
	0.77
	87.46 – 90.48
	3.02
	-74.05%


The figures below graphically illustrate the effect of increasing the sample size on:


The standard error of the mean, and …


The width of the 95% confidence interval.
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The standard error of the mean as a function of the size of the sample.
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The width of the 95% confidence interval as a function of the size of the sample.
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The width of the 95% confidence interval as a function of 

the % increase in the sample size.

As indicated, as the size of the sample increases, …

 Both the standard error of the mean and …

The width of the 95% confidence interval decreases geometrically.

The table below shows the % error of the 95% CI as the sample size increases from 70 to 1,000.

	Sample Size N
	95% CI
	Width of interval
	% Error in 

the 95% CI

	70
	83.15 - 94.79
	11.64
	6.54%

	100
	84.19 – 93.75
	9.56
	5.37%

	300
	86.21 – 91.73
	5.52
	3.10%

	500
	86.83 – 91.11
	4.28
	2.39%

	1,000
	87.46 – 90.48
	3.02
	1.69%


The % error in the confidence interval is calculated as follows.



% error = [(width of the interval / 2) / (X)] 100

For example, the percent error in the 95% confidence interval for 70 subjects would be:


% error = [(11.64 / 2) / (88.97)] 100 = 6.54%

Fixing the % Error & Determining N

Another way to estimate an adequate sample size is to fix the percent error of the CI and back calculate the sample size that would meet this standard.

Example Let’s say that we wanted to achieve a 95% CI with not more than a 1% margin of error. 

For the burglary investigation example with a sample mean of 88.97 days and a standard deviation of 24.41, this margin of error would be 0.889 days.


(88.97 days) (0.01) = 0.8897days

Estimation of the lower limit of the 95% CI:

(88.97 days – 0.8897 days) = 88.08 days

Now let’s work backward to determine the sample size that would yield this margin of error, holding the standard deviation and mean of the sample constant. 

First, let’s determine the standard error that would be associated with a 1% margin of error.


Lower limit = X – 1.96 (SX)

88.08 = 88.97 – 1.96 (SX)

(SX) = 0.454

Now we can calculate the size sample (N) that will yield a 1% margin of error in the 95% confidence interval.



SX = (S) /      N



0.454 = (24.41) /       N



53.76 =     N


(53.76)2 = 2,890

Interpretation If the sample of 70 yielded reasonably accurate estimates of the population mean and standard deviation, …

Then it would take a sample of 2,890 to produce a 95% confidence interval with a 1% margin of error.

This would be a 97.6% increase in sample size for a -84.7% reduction in the marginal error

Increase in N = [(2890 – 70) / 70] 100 = 97.4%

Decrease in % error = 

= (1% - 6.54%) / 6.54%] 100

= -84.7%

Caveats in Backward Estimation of Adequate Sample Size

In the preceding simulations on estimating an adequate sample size, we held the mean and standard deviation of the original sample of 70 constant.

Assuming that they would not change as a function of increasing the sample size, we demonstrated the effect of increasing N on the …

95% confidence interval and …

The % error in the 95% confidence interval

Caveats

We know that holding the sample mean and standard deviation constant is an incorrect assumption for two reasons.

First, if we replicate the study with a larger N, the resulting mean will likely be different, either higher or lower than 88.97 days, due to sampling error.

Secondly, we know that the smaller the sample the greater the underestimation of the population variance ((2). 

Thus we can assume that holding the standard deviation of the original study with 70 burglary cases constant will lead to underestimations of the population variance in the simulations, resulting in …

Over estimates of the standard errors and 95% confidence intervals in simulations involving larger samples, i.e. N = 100, 300, … , 1,000.

However, this technique can be useful in calculating rough orders of magnitudes of the adequacy of different sample sizes, …

Particularly in estimating the time/cost parameters of a proposed study.

Estimating Sample Size Using Other Sample Statistics

In the previous example, demonstrations were presented on how to estimate an adequate sample size if the focus of interest is generalizing a sample mean to a population.

Q What if the purpose of the study is to generalize a different sample statistic, such as a …


Median

Percentage or proportion


Correlation coefficient


Difference between two sample means


Regression coefficient


Discriminant coefficient, etc.

A This is not a problem. The same logic would apply. The only difference is in the calculation of the standard error of the associated statistic. 

Example

Assume in the study of the 70 solved burglar cases we were also interested in generalizing about the percentage of these cases that were successful prosecuted.

Prosecution of Burglary Cases Cleared by Arrest

	Successful Prosecution
	Frequency
	Percent

	Yes
	41
	58.57%

	Other*
	29
	41.43%

	Total
	70
	100.00%


*  ”Other” includes cases that were dismissed, acquitted, or where the accused jumped bail, escaped from jail, or died, etc.

The standard error of a percentage is given as:



S% =      PQ / N

Where:


P = % of cases in one group


Q = % of cases in the other group

N = size of the sample

For the sample of burglary cases:



S% =     (58.57) (41.43) / 70


S% = 5.89%

If we generalize 58.57% successfully prosecuted to the population, the 95% confidence interval would be:


95% CI = 58.57% ( 1. 9949 (5.89)


95% CI = (46.82 % to 70.32%)


Width of the interval = 23.5

Narrowing the CI Let’s assume that the percent of cases successfully prosecuted remains the same as we increase N. By how much would the CI be narrowed if the sample size were increased to 500 cases?



S% =     (58.57) (41.43) / 500


S% = 2.2%


95% CI = 58.57% ( 1. 96 (2.2)


95% CI = (54.26 to 62.88)


Width of the interval = 8.62

Interpretation Assuming that the percent of cases successfully prosecuted remains constant, 

By increasing the sample from 70 to 500, the width of the corresponding 95% CI decreased from 23.5 to 8.62 days, a decrease of 63.3%.

Fixing the % error Now we will reverse the logic. Suppose that we wanted a margin of error of 2%. What would the sample size have to be, holding the percent of cases successfully prosecuted constant?


Margin of error  = (0.02) (58.57%) = 1.17%


Lower limit of CI = (58.57%-1.17%) = 57.4%


57.4% = 58.57% (1.96 (S%)


(S%) = 0.60

Now we can estimate N for a 2% margin of error.


S% =      PQ / N



0.60 =      (58.57) (41.43) / N


N  = 4,044

Interpretation Given a sample estimate of 58.57% of successfully prosecuted cases, we would have to have a sample as large as 4,044 to reduce the margin of error to 1% in generalizing to the population.

(V) Systematic Sampling

The Logic of Systematic Sampling

Recall the previous example of estimating the average lapse-time in solving burglary cases. In this case the sample was selected by simple random sampling.

Realistically, a police department probably does not have a sampling frame of all the solved burglaries of the last 5-years. More likely, these cases are kept in file cabinets, organized by case number.

If this were true, we would either have to …

Go through the entire file, construct a sampling frame, and randomly select 70 cases from this population, or …

If this was not economical, we could pull a sample by a technique known as systematic sampling.

Systematic sampling, sometimes referred to as pseudo-random sampling, involves selecting every kth case from the population beginning at a random starting point.

Example

Returning to the burglary example, assume that the cases are stored in eleven 4-drawer file cabinets. 

A count of the cases in a random drawer reveals 103 cases. Other drawers are found to be comparably full.

Estimated total = (11 cabinets) (103 cases per drawer) (4 drawers per cabinet) = 4,532 cases

If we wanted 70 cases, we could select every 65th case starting at some random starting point until we had selected 70 cases (4,532 / 70 = 64.74 ( 65).

Q Would this assure us that every case in the population had an equal chance of selection?

A It would up until the point that we selected the random starting point?

Q Does this assure that the selection of any one case will not change the probability of the selection of any other case?

A No. Once we randomly pick a starting point, the probability of selecting certain cases is 1.0, and the probability of selecting other cases is 0.0.

This is why the technique is called “pseudo-random.” 

However, if the sample is large, the statistical results should not differ significantly from a simple random sample. 

On the other hand, if the sample were small, one would have more confidence in its representativeness if simple random sampling had been used. 

Caveats in Systematic Sampling

One factor that can bias a systematic sample is a trend or cyclical arrangement in the order of entities in the population that coincides with the sampling interval (k). 

Another term used for such a cyclical pattern is periodicity.

Example

Imagine that the burglary cases are organized by month, with the cases solved by the most experienced detective filed first, followed by the next most experienced, and so forth.

Now imagine that each detective solves about the same number of cases and the department consistently solves about 60 to 65 cases per month. 

Because of this trend in the filing order of the cases, …

If we selected ever 65th case from some random starting point, …

We could end up with cases mostly solved by one detective - the most experienced, the least experienced, or someone in between.

If several samples of 70 cases were selected from different random starting points, the samples statistics might be very different with respect to the variables under investigation.

If a systematic sample is biased by a correlation between the sampling interval (k) and a cyclical pattern in the organization of the population, …

The result will usually be gross underestimation of the variance in the population that will result in underestimation of the true standard errors of the statistics generalized from the sample to the population.

Simply put, the sample will be more homogeneous than the population, with the result that the generalizations made will have artificially small margins of error.

Systematic Sampling Assumptions

Trade-Offs

The appeal of systematic sampling over simple random sampling is that the former is simpler and more efficient.

In a simple random sample, each entity in the population must have a unique identifying number, or we must assign one.

Then a list of N random numbers must be generated and the sampling frame searched for entities with corresponding numbers. 

If the population is large, this can be a very time consuming and tedious chore.

While it is quite possible that for a given N, either sampling method may produce samples of comparable representativeness, one should place more confidence in a simple random sample.

Assumptions

Systematic sampling makes two important assumptions.

Size of the population In order to select every kth entity, we must know the size of the population. If this is unknown, or cannot be reasonably approximated, systematic sampling is not possible since the sampling interval (k) cannot be determined.
Periodicity The order of the entities in the population from which we are selecting every kth entity is assumed to be a well “shuffle” set on entities relative to what we are studying.

In other words, the correlation between any cyclical pattern and the variables we are investigating is zero. 

If this is not the case, the sample can be significantly biased, usually to the total ignorance of the researcher.

Great care should be taken to thoroughly understand the logic of the order of the entities in the population to avoid this error.

(VI) Stratified Sampling

Reducing a Population

 To Subpopulations by Strata

Simply stated, stratified sampling involves two steps.

Dividing the population into homogeneous subpopulations using various criteria called strata, and …

Randomly selecting entities from within each of the resulting subpopulations.

Example

Suppose we were interested in the effects of incarceration on the domestic lives of prison inmates.

We could draw a random sample from the total prisoner population under the custody of the state department of corrections.

Alternatively we could first stratify this population by variables relevant to the purpose of the study and then randomly sample within each of these subpopulations.

Let’s explore the latter approach. 

Step 1: Identification of strata

From the literature we have reason to believe the following three factors are relevant to the impact of incarceration on the domestic lives of prisoners.


Gender, age, and race

Step 2: Partitioning the population into subpopulations 

Having obtained the cooperation of the director of the department of corrections, and with the assistance of the department’s IT manager, …

The prison population is divided into 24-subpopulations using the three strata of gender, age, and race. 

The strata and the number of levels of each are defined below.


Gender 2-levels: male & female

Age 3-levels: less than 21 (( 21), 21 to less than 30 (21 ( 30), & 30 or older (30/over) 

Race 4-levels: white, black, Hispanic & other (W, B, H, O)

The table below shows the frequency of prisoners in each of the 24 subpopulations, as well as the marginal totals.

Stratification of the Prison Population & 

Frequency of Prisoners in Each Subpopulation

	Gender
	Age
	Race/Ethnicity
	Total

	
	
	W
	B
	H
	O
	

	
	( 21
	516
	172
	160
	38
	817

	Female
	21 ( 30
	627
	242
	168
	37
	1154

	
	30/over
	251
	91
	81
	21
	433

	Subtotals
	
	1394
	505
	409
	96
	2404

	
	
	
	
	
	
	

	
	( 21
	9152
	2853
	2757
	614
	

	Male
	21 ( 30
	11694
	4418
	3278
	860
	16656

	
	30/over
	4576
	1933
	1416
	280
	19724

	Subtotals
	
	25422
	9204
	7451
	1754
	43831

	Total
	
	26816
	9709
	7860
	1850
	46235


Step 3: Calculating the proportion of prisoners in each subpopulation

We now calculate the proportion of the total population in each of the 24 subpopulations. For example, there are 516 (f) white female inmates under 21 years of age. They constitute 0.01116 proportion of the total population, or 1.116%


(f) / total = (516)/ (46,235) = 0.0116

The table below shows the proportion of inmates in each subpopulation and the proportions in each of the marginal totals of the table.

The Proportion of Total Inmates in Each Subpopulation

	Gender
	Age
	Race/Ethnicity
	Total

	
	
	W
	B
	H
	O
	

	
	( 21
	.01116
	.00372
	.00346
	.00082
	

	Female
	21 ( 30
	.01356
	.00523
	.00363
	.00080
	

	
	30/over
	.00543
	.00197
	.00175
	.00001
	

	Subtotal
	
	.03015
	.01092
	.00885
	.00208
	.052

	
	
	
	
	
	
	

	
	( 21
	.19795
	.06171
	.05963
	.01328
	

	male
	21 ( 30
	.25293
	.09556
	.07090
	.01860
	

	
	30/over
	.09897
	.04181
	.03063
	.00606
	

	Subtotal
	
	.54984
	.19907
	.16116
	.03794
	.948

	Total
	
	.520
	.210
	.170
	.040
	1.000


Step 4: Calculating the number of inmates to be selected from each subpopulation

Since the research design calls for a sample of 500 inmates, the next step involves calculating the number of inmates to be selected from each of the 24 subpopulations.

This is done by multiplying the proportion of total inmates in a subpopulation by 500.

For example, the number of white females under 21 to be selected for the sample was determined as follows.


White females ( 21 = (pwf) (N) 

= (.01116) (500)

= 5.58 ( 6

As indicated, the final sample will included 6 white female prisoners less than 21 years of age.

The table below shows the results of applying this computation to each of the 24 subpopulations. 

The Number of Inmates in Each Subpopulation 

To Be Included in the Sample

	Gender
	Age
	Race/Ethnicity
	Total

	
	
	W
	B
	H
	O
	

	
	( 21
	6
	2
	2
	1
	11

	female
	21 ( 30
	7
	3
	2
	1
	13

	
	30/over
	3
	1
	1
	0
	5

	Subtotal
	
	16
	6
	5
	2
	29

	
	
	
	
	
	
	

	
	( 21
	99
	31
	30
	7
	167

	Male
	21 ( 30
	127
	48
	35
	9
	219

	
	30/over
	50
	21
	15
	3
	89

	Subtotal
	
	276
	100
	80
	19
	475

	Total
	
	292
	106
	85
	21
	504


Notice that the total number of inmates selected by this process is 504, not 500 as originally planned. The difference is due to rounding error.

Step 5: Securing the sampling frames

The IT manager is asked to generate a sampling frame for each of the 24 subpopulations, listing the inmates in each by inmate number, name, and the prison unit to which they are assigned

Step 6: Random selection of inmates within subpopulations

The department of corrections assigns each new inmate a unique six-digit identification number. 

We will use a table of random numbers, and beginning at a randomly selected point, proceed to match the random numbers with the inmate numbers in each subpopulation until we have selected 504 subjects for the study. 

Stratified Sampling vs. Simple 

Random Sampling

As must be evident, stratified sampling is not a different genre of sampling; rather it is simply a variant of random sampling, since the final step involves random sampling.

The advantages

The primary advantage of stratified sampling is that for the same size sample, …

The researcher has more confidence in representativeness of the sample than would be the case if simple random sampling were used. Why?

The goal in sampling is to attain a sample that is a representative miniature of the population.

In simple random sampling we are using the laws of chance to produce this representative miniature. 

For this to work, the sample must be large enough, depending upon the variance in the population, for chance to have a “chance” to produce a truly random result. 

In stratified sampling, we are lending a “helping hand” to chance by …

First stratifying the population into more homogeneous subpopulations, … 

Thereby enhancing the likelihood of having proportional representation in the sample.

This leads to one of two good ends. 

For the same size sample, stratified sampling leads to a more representative sample than simple random sampling because it results in smaller sampling error.

Conversely, stratified sampling will achieve the same degree of representativeness as a simple random sample but with a smaller sample.

This latter benefit is important when considering the cost-benefit of a proposed study. 

If the population variance is large, requiring a commensurately large sample for a fixed margin of error, …

The cost of gathering the data on a simple random sample may be cost prohibitive.

An alternative would be stratification, resulting in a smaller sample that better fit the resources budgeted for the study.

The disadvantages

Stratified sampling makes several limiting assumptions.

The researcher must identify the criteria (strata) to be used to reduce the population to more homogeneous subpopulations.

The criteria chosen must be relevant to the purpose of the study, and …

Must be measurable. If they are not measurable, or the data on the criteria are not available for the population of interest, stratification is a moot subject.

The other disadvantage is logistical. As evident in the example presented above, stratification takes time.

The population must be reduced to two or more subpopulations.

The frequency of cases in each subpopulation must be calculated.

These frequencies must be converted to proportions. 

The proportions are then used to determine the number of subjects to be sampled from each subpopulation, and…

Finally, the appropriate number of cases must be randomly selected from each subpopulation.

If all the relevant data on the population is automated …

This may be worth the effort. 

If not, and the process must be executed by hand, …

The cost savings of being able to work with a smaller sample may not be worth the time and cost of the stratification process.

 Disproportionate Stratified Sampling

In the inmate-sampling example, we sampled inmates from the various subpopulations proportionate to their representation in the total population.

This procedure is called proportionate stratified sampling.

Recall, however, that very few of female offenders classified as “other” race were selected for the sample (n = 2), in spite of the fact that there are 96 of them in the population.

Suppose we were interested in the differential effects of gender and race on the domestic lives of prisoners. 

We would not have sufficient numbers of female Asian or Native American subjects to support the analysis.

In such a case, it is sometime desirable to over sample from certain subpopulations. Instead of selecting two females from the “other” race/ethnicity category, we might select 30 or more.

Q Doesn’t this violate the principle that each entity in the population have an equal probability of being selected?

If we select 30 “other” females instead of 2, doesn’t this increase their probability of selection by a factor of 15, from p = 0.002 to p = 0.03?

A Yes, but we can control for this in any statistics we subsequently calculate on the entire sample.

In calculating statistics on the entire sample (N = 504) we can reduce the contribution of “other” females by weighting their data by a factor of 0.0667.

Since we over sampled them by a ratio of 15 to 1, we can reduce their contribution to any aggregate statistic on the total sample to 1/15, or 0.0667.

However, in making comparisons with females in the other three-racial/ethnic groups, we would not differentially weigh their data.

This logic is very useful in situations where we not only seek aggregate statistics on the entire sample, but also wish to make subgroup comparisons.

Stratification With Systematic Sampling

Q In the inmate selection example, could we have used systematic sampling within subpopulations instead of random sampling?

A Yes.

The only caveat to keep in mind is …

Whether the order of the inmates in the sampling frames of each of the 24-subpopulation …

Is cyclical and correlated with the sampling interval (k) use in the systematic selection of inmates.

If there is no apparent periodicity problem, and …

The sample is sufficiently large, …

Systematic sampling within subpopulations will likely result in just as representative a sample as random sampling within subpopulations.

Estimation of the Standard Error of the Mean of a Stratified Sample

As mentioned above, for the same size sample, …

The sampling error associated with a stratified sample will be less than …

The sampling error of a simple random sample from the same population.

Example

Over a ten-year period, the three district judges in Wines County disposed of 37,231 felony cases of which 3,843 were disposed by jury trials (10.3%).

The following simulation compares the sampling error associated with a simple random sample of these jury cases with that of a stratified sample of 383 jury cases randomly sampled within strata.

The Simple Random Sample The descriptive statistics from the simple random sample of 383 cases are as follows.


Mean days to disposition = 88.97 days


Standard deviation = 26.371


Standard error of the mean = 1.347 days

The standard error of the mean of a simple random sample is given as:


SEX = (S) /     N

The Stratified Sample The statistics for each of the three stratum (judges) of the stratified sample of 383 cases are given in the table below.

Stratified Sample vs. Random Sample

	Statistic
	Judges (i)
	Random

	
	A
	B
	C
	Sample

	Cases (ni)
	137
	120
	126
	383

	Proportion (pc)
	0.358
	0.313
	0.329
	1.000

	Mean days (X)
	87.88
	93.82
	85.52
	88.97

	Standard deviation (S)
	26.560
	20.715
	25.527
	26.371

	Standard error (SEXc)
	2.269
	1.891
	2.274
	1.347




The following equation can be used to calculate the weighted mean of the total stratified sample.


Xw = ( [(pc) (Xc)]

Where:


Xw = weighted stratified mean for the entire sample
pc = the proportion of the total sample 

 in cluster c 


Xc = the mean of cluster c 
The calculation of the weighted mean of the total stratified sample is 88.97 days.


Xw = (0.357) (87.88) + (0.314) (93.82) + 

 (0.329) (85.52)

Xw = 88.969 ( 88.97 days

The weighted standard error of the mean of the total stratified sample is 1.253.


(SEX )2 = ( [(pc)2 (SEXc)2 ]

(SEX )2 = (0.358)2 (2.269)2 + (0.313)2 (1.891)2 +

        (0.329)2 (2.274)2
(SEX )2 = 1.5695





SEX  =     1.5695    ( 1.253

Notice that the standard error of the mean of the total stratified sample is 0.095 smaller than the standard error of the simple random sample (1.253 – 1.347 = - 0.095). 


This is a difference of - 6.98%. 

In other words, for samples of the same size, …

The stratified sampling design used in this study produced a 6.98% smaller sampling error than the simple random sample.

 (VII) Cluster Sampling

Cluster Sampling

Cluster sampling is a variation on random sampling that can be useful in two circumstances:


Where cost considerations are at issue, or …

Where there is no sampling frame for the unit of analysis.

The Problem

Imagine conducting interviews of randomly selected households in a moderate size city. The households could be selected from a sampling frame of utility customers, but this would introduce two problems.

Some customers are businesses, institutions, schools, government agencies and the like, which would have to be eliminated from the sampling frame.

This would be a time consuming and tedious task.

The second problem is that a random sample would likely identify households scattered all over the city increasing the time and cost associated with the interviewers traveling hither and yon between households.

Example

At the initiative of a new chief, a police department in a community of 60,000 plus citizens plans to shift its philosophy from a primarily reactive strategy to a proactive community policing strategy.

Before implementing the change, a professor from a local college is hired to design a survey to measure citizen perceptions of police performance and community safety.

The survey will involve 300 household interviews both before implementing the change and one year after.

Since there is no sampling frame of citizens and limited budget to perform the study, the research team decides to use cluster sampling.

From the city’s geo-information system, the city engineer provides the team with city maps and a database that includes information on …

The census tracks within the city and their respective populations, …

Blocks within the census tracks, and …

The addresses of the buildings within each block.

The sampling design used this information to develop a 3-stage cluster sampling strategy.

There are 42 census tracks within the city and each contains different numbers of blocks and buildings within blocks.

Making Trade-Offs In Cluster Sampling

In developing this 3-stage sampling strategy and a budget that limits the sample to 300 interviews, the following trade-offs had to be made.


How many census tracks should be considered?

How many blocks within a selected census track should be considered?

How many households within a selected block should be interviewed?

Maximizing the number of census tracks

If a large number of census tracks are selected at the first stage of sampling, then …

The resulting households included in the sample will be spread out all over the city, driving up the time and cost of driving between households.

Minimizing the number of census tracks

If only a few census tracks are selected at the first stage, say three, …

Then the number of interviews within a track will be large, but the tracks may not be representative of the population of the city.

Q How to make the trade-offs?

A The sampling strategy was as follows

Selection of census tracks It was decided to randomly select 5 of the 42 census tracks (12%), weighting the selection by the proportion of the total population in each track. 

In a simple random sample, each track would have a 0.02 probability of selection (1/42 = 0.024).

However, in this strategy of selection proportionate to total population, a census track that contained 0.14 proportion of the city’s population would have a 0.14 probability of selection vis-à-vis 0.024.

Limiting the census tracks to five was done to limit the travel time and costs of the five teams of interviewers that would conduct the surveys.

Census Track Selected and Proportion of the 

Total City Population (N = 63,123)

	Census Track
	Proportion of Total Population
	Total Population of Track

	A
	0.14
	8837

	B
	0.09
	5681

	C
	0.23
	14518

	D
	0.08
	5050

	E
	0.11
	6944

	Total
	1.00
	41,030


The population in the 5 census tracks selected totaled 41,030, or 65% to the total city population.

Selection of blocks A total of 20 blocks were randomly selected from the 114 blocks in the 5 census tracks with the probability of selecting any block being proportionate to the number of blocks in its associated census track.

The 20 blocks represent 17.5% of the total of 144 blocks.

For example, a block in Track A had a 0.23 probability of being selected, while a block in Track E had only a 0.15 probability of selection. 

The proportion of Blocks Sampled Within Tracks

	Census Track
	Proportion of Blocks Within Tracks
	Number of Blocks Within Tracks

	A
	0.23
	26

	B
	0.19
	22

	C
	0.23
	30

	D
	0.15
	17

	E
	0.17
	19

	Total
	1.00
	114


The table below shows the number of blocks selected from each of the 5 census tracks.

Number of Blocks Selected By Census Track

	Census Track
	Proportion of Blocks Selected
	Number of Blocks Selected

	A
	0.30
	6

	B
	0.10
	2

	C
	0.25
	5

	D
	0.20
	4

	E
	0.15
	3

	Total
	1.00
	20


Selection of households The final step was the selection of households within blocks.

It was decided to interview the same number of households within each of the 20 blocks.

With the budget limited to 300 interviews, this equated to 15 interviews per block (300/20 = 15)

Systematic sampling was used to select the households to be interviewed in each block.

A sampling frame of the addresses in each block was secured from the city engineer, and the sampling interval (k) was determined by dividing the number of households in a block by 15.

For example, if there were 258 households in a block, the sampling interval would be:



k = (258/15) = 17.2 ( 17

Summary

This example illustrates several points about cluster sampling.

How it can be used when no sampling frame containing the units of analysis is available.

How it can be used to contain the time and cost of conducting the study.

How it can involve several sampling strategies, in this case …

Random sampling proportionate to size and systematic sampling.

Multi-stage sampling

This example also illustrates what is called multi-stage sampling.

Multi-stage sampling is a strategy whereby the final sample is derived through a series of steps or stages within which various sampling strategies are employed such as …


Simple random sampling,


Systematic sampling,


Stratified sampling, etc.

Area sampling

When cluster sampling or multi-stage sampling is applied to geography, as was the case of this example, …

Some authors call it area sampling. 

The Effect of Custer Size on

Sampling Error

As illustrated in the previous example, the use of clusters in a multi-stage sampling design …

Tends to reduce the final selection of subjects from relatively homogeneous sub-clusters.

Given socio-economic considerations, the 15 households selected from each block in the final stage of the sampling process probably resulted in fairly homogeneous groups of people.

This may increase sample error since the homogeneity reduces the “independence” of observations, resulting in underestimation of population variance.

This increase in sampling error is a function of the average size of the clusters (n) and rho ((), the homogeneity of the subjects within the cluster.

The greater the homogeneity of the cluster ((), the greater the correlation among the variables measured within the cluster, and the greater the sampling error.

The biasing effect of clustering can be estimated by use of the following equation derived by Hansen et al. (Hansen, Morris H., Hurwitz, William M., & Madow, William G. Sampling Survey Methods and Theory. Wiley, 1953)
It compares the variance of a single variable in a cluster sample …

With the variance of the same variable from a simple random sample of the same size from the same population. 


Deff = (S2 cluster) / (S2 random) = 1 + ( ( n – 1)

Where:


Deff = the design effect

(S2 cluster) = the variance of the variable from a sample obtained by cluster sampling

(S2 random) = the variance of the variable from a sample obtained by random sampling


( (rho) = homogeneity of the subjects within the cluster

n = the average number of subjects within each cluster in the sampling design

The design effect (Deff)

The ratio of the variance of any sampling design to the variance of a simple random sample is called the design effect.

As illustrated by the equation above, if the design effect = 1.0, …

The cluster sampling design has the same sampling error as a simple random sample.

However, if the variance of the cluster sample is greater, the Deff will be greater than 1.0, …

Indicating the increase in the sampling error in the cluster sampling design.

Since we usually do not know the value of ( in the equation above, we can estimate it by rearranging the terms of the equation, if we know the variances of the cluster sample and a simple random sample from the same population.


 (S2 cluster) / (S2 random) = 1 + ( ( n – 1)


 (S2 cluster) / (S2 random) – 1 = ( ( n – 1)

 (S2 cluster) / (S2 random) – (S2 random / S2 random) = ( ( n – 1)

[(S2 cluster - S2 random)] / [ ( n – 1) S2 random] = (

( = [(S2 cluster) - (S2 random)] / [( n – 1) (S2 random)]

What this equation implies is that ( (the homogeneity of the subjects within a cluster) as well as the sampling error will increase, …

The greater the disparity between the cluster sample variance and a simple random sample variance.

Rho and the sampling error will also increase, as the average number of subjects within each cluster decreases (n).

For a fixed sample size, this latter relationship implies that …

The number of clusters sampled will have to have increased for the average number of subjects per cluster to (n) decreases,

Generally, in survey area samples, as in the example above, …

As the number of clusters sampled increases, …

The cost of the study increases as well, since …

It usually requires more time and cost traveling between interviews.

Trade-Off Between Sampling Error & Cost

Sampling Error

From the perspective of sampling error, the equations above indicate that it is better to sample more clusters with fewer subjects per cluster than …


Fewer clusters with more subjects per cluster.

Time & Cost

From the perspective of time & cost, the equations indicate that it is better to sample fewer clusters with more subjects per cluster than …


More clusters with fewer subjects per cluster.

Example

Let’s assume that we have data from two citizen surveys on the same population, N = 300 in each, …

One from a simple random sample, and …

The other from a one-stage cluster sample of census tracks from which 5 clusters were selected randomly.

One of the questions asked in both surveys was …

“How good a job do you think the police department does in protecting citizens?”

The following Likert scale was used to measure the responses:  1 = very poor, 2 = poor, 3 = OK, 4 = good, and 5 = excellent

The results reported in the table below indicate the number of subjects in each survey and the sampling errors associated with this question. 

	Sampling 

Design
	Sample Size
	Sampling error

	Simple random sample
	N = 300
	0.08

	One-stage 

cluster sample


	
n = 60 per cluster, 5 clusters total
	0.12


Using the equations presented above, let’s conduct some simulations to better understand the trade-off between the survey cost and sampling error.

Calculation of rho ((), the homogeneity of subjects within clusters.

Since we usually do not know the value of rho, we can estimate it from the variances of the two sampling designs.

( = [(S2 cluster) - (S2 random)] / [( n – 1) (S2 random)]


( = [(0.12 – 0.08)] / [(60 – 1) (0.08)] = 0.0085

Now holding rho (0.0085) and the total sample size (300) constant, let’s vary the number of clusters sampled, the average number of cases sampled from each cluster and observe the impact on the design effect (S2 cluster) / (S2 random).

As indicated in the table below, for the sake of the simulation, the number of clusters was varied from 5 to 50, …

Resulting in the average number of subjects per cluster varying from 30 to 5.

The costs per interview are estimates based upon prior survey experience.

Trade-Off Between the Sampling Error & 

The Cost of the Survey (N = 300)

	Cluster

Size (n)
	# Clusters

(N / n)
	Design

Effect
	Cost per Survey
	Total Cost: (N) (cost per survey)

	10
	30
	1.0765
	$61
	$18,300

	20
	15
	1.1615
	$48
	$14,400

	30
	10
	1.2465
	$31
	$9,300

	40
	8
	1.3315
	$23
	$6,900

	50
	6
	1.4165
	$19
	$5700

	60
	5
	1.5015
	$14
	$4,200


As indicated in the figures below …

The design effect becomes less as the number of clusters sampled increases, …

Indicating less sampling error in the cluster design relative to a simple random sampling design

However, the cost of the survey increases as the number of clusters sampled increases.
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Design effect as a function of the number of clusters sampled.
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 Cost per subject as a function of the number of clusters sampled.
Unfortunately, the design effect (sampling error) and cast per subject are inversely related.

The best we can do is to find the breakeven point between the lowest design effect ratio and the lowest cost per subject.

Since the two variables are in different units of measure, both will be converted both to Z-scores. The result is shown in the table below.

Z-Score Transformation of Number of Clusters and Design Effect

	# Clusters

(N / n)
	Z-Score

# Clusters
	Design

Effect
	Z-Score 

Design Effect

	30
	   1.889
	1.0765
	  -1.334

	15
	   0.285
	1.1615
	  -0.806

	10
	  -0.249
	1.2465
	  -0.266

	8
	  -0.463
	1.3315
	   0.268

	6
	  -0.677
	1.4165
	   0.802

	5
	  -0.784
	1.5015
	   1.336


The figure below shows the intersection of the trend lines of the standardized values of number of clusters and design effect as a function of number of clusters.

Optimal trade-off point = 10 clusters

[image: image15.wmf]Trend plot

35

30

25

20

15

10

5

0

2.5

2

1.5

1

.5

0

-.5

-1

-1.5

-2

Z_Score

Number of Clusters Sampled

Number of Clusters

Design Effect


Tend lines of the standardized values of number of clusters and 

design effect as a function of number of clusters.

In this simulation, …

The optimal trade-off between design effect and number of clusters sampled occurs …

When the number of clusters is ten.

Estimating the Design Effect in a 

Cluster Sampling Design

Before the fact, it can be challenging to estimate the design effect in a cluster sampling design since …

One or more of the three required parameters may be unknown, namely …



The variance of the cluster sampling design, 

The variance of a simple random sample of the same size from the same population, and …



Rho.

However, a search of the literature on comparable studies on comparable populations may yield estimates of at least two of the parameters,  …

Which then can be used to conduct simulations comparable to the one presented above.

(VIII) Non-Probability Sampling Techniques

Non-Probability Sampling Techniques

All other things being equal, simple random sampling, or one of the variants of this technique, is preferred for two reasons.

Relative to other techniques, it provides the greater assurance that the sample is representative of the population, and …

The degree of sampling error associated with random sampling can be calculated under the provisions of the Central Limit Theorem, …

This cannot be done with other sampling techniques, which are commonly called non-probability sampling methods

When all other things are “not equal”

Research circumstances sometimes arise in which probability sampling methods are either …

Not possible, or …

Are not practical in terms of time and/or money. 

As a result, alternative sampling designs have been developed commonly called non-probability methods.

Listed below are several of the more commonly referenced non-probability sampling techniques.

Accidental sampling 


Snowball sampling


Quota sampling


Purposive sampling


Dimensional sampling

Limitations of Non-Probability Sampling

As will be evident in the discussion to follow, there are distinct disadvantages to non-probability sampling techniques.

Normally, non-probability techniques are employed when …

The researcher does not know the size of the population, and …

Cannot therefore determine the probability of selection of any element in the population.

From what population?

The primary limitation of a non-probability sample is that no generalizations can be made with any confidence to a population, since …

The population from whence the sample came is simply unknown.

The second limitation derives from the first. Ignorance of the population means that estimation of the associated sampling error is a moot question.

A third limitation that derives from the former two. Deriving inferential statistics on such a sample is meaningless since the standard errors of the associated statistics are meaningless.

Despite these limitations, non-probability samples can be useful in the following situations.

When the sample is the only matter of concern, and there is no interest or intent in the research design to generalize to a population.

When one is working out testing procedures in a pilot study, e.g. measurement protocols, training interviewers, reviewing the clarity of the language of items in a questionnaire, etc.

Testing and improving the reliability of a measuring instrument.

When there is good reason to believe that the variance of the variable of interest in the population is practically zero.

Accidental Sampling

This technique is also called availability sampling or convenience sampling.

The logic of the technique is to simply use whatever subjects are convenient or readily accessible to the researcher.

It is sometimes used when …

There is no sampling frame for the population of interest.

The cost and/or time to acquire a random sample are prohibitive.

The interest is just in practicing the testing procedures.

When the only way to get subjects is to pay for volunteers, or to give then some non-monetary incentive such as when a professor offers to give a 5-point bonus to the final grade if student volunteers to participate in an experiment.

Examples of this type of sampling are commonly seen on TV news programs or news commentary programs.

A reporter on the street asks passing citizens to comment on some current event.

News talk show hosts invite viewers to call in and register their view yea or nay on some question of the day.  

One should be keenly skeptical of any generalization made from such samples.

The generalization could be correct or totally in error. There is just no logical way to know.

Quota Sampling

Quota sampling is comparable to stratified sampling except that …

Once the stratification is completed, the subjects within any of the subpopulations are selected by some method other than a probability sampling technique, e.g. accidental sampling.

Example

Recall the previous example involving the selection of 504 prisoners from a state’s prison population. The tables from the stratified probability sampling design are reproduced below.

Stratification of the Prison Population & 

Frequency of Prisoners in Each Subpopulation

	Gender
	Age
	Race/Ethnicity
	Total

	
	
	W
	B
	H
	O
	

	
	( 21
	516
	172
	160
	38
	817

	Female
	21 ( 30
	627
	242
	168
	37
	1154

	
	30/over
	251
	91
	81
	21
	433

	Subtotals
	
	1394
	505
	409
	96
	2404

	
	
	
	
	
	
	

	
	( 21
	9152
	2853
	2757
	614
	

	Male
	21 ( 30
	11694
	4418
	3278
	860
	16656

	
	30/over
	4576
	1933
	1416
	280
	19724

	Subtotals
	
	25422
	9204
	7451
	1754
	43831

	Total
	
	26816
	9709
	7860
	1850
	46235


The Proportion of Total Inmates in Each Subpopulation

	Gender
	Age
	Race/Ethnicity
	Total

	
	
	W
	B
	H
	O
	

	
	( 21
	.01116
	.00372
	.00346
	.00082
	

	Female
	21 ( 30
	.01356
	.00523
	.00363
	.00080
	

	
	30/over
	.00543
	.00197
	.00175
	.00001
	

	Subtotal
	
	.03015
	.01092
	.00885
	.00208
	.052

	
	
	
	
	
	
	

	
	( 21
	.19795
	.06171
	.05963
	.01328
	

	male
	21 ( 30
	.25293
	.09556
	.07090
	.01860
	

	
	30/over
	.09897
	.04181
	.03063
	.00606
	

	Subtotal
	
	.54984
	.19907
	.16116
	.03794
	.948

	Total
	
	.520
	.210
	.170
	.040
	1.000


The Number of Inmates in Each Subpopulation 

To Be Included in the Sample

	Gender
	Age
	Race/Ethnicity
	Total

	
	
	W
	B
	H
	O
	

	
	( 21
	6
	2
	2
	1
	11

	female
	21 ( 30
	7
	3
	2
	1
	13

	
	30/over
	3
	1
	1
	0
	5

	Subtotal
	
	16
	6
	5
	2
	29

	
	
	
	
	
	
	

	
	( 21
	99
	31
	30
	7
	167

	Male
	21 ( 30
	127
	48
	35
	9
	219

	
	30/over
	50
	21
	15
	3
	89

	Subtotal
	
	276
	100
	80
	19
	475

	Total
	
	292
	106
	85
	21
	504


Notice in the last table that the sampling design calls for the selection of 6 white females under the age of 21. 

In the stratified probability sampling example, these were selected by simple random sampling.

In a quota sampling design the 6 females would be selected by some method other than a probability technique, …

For example, accidental sampling, i.e. selecting any 6 females that are white and under 21 years of age.

Assessment of Quota Sampling

The generalizations made from a quota sampling design may hold some appeal to the naïve consumer. 

The population has been segmented by various variables and proportionate quotas from these subpopulations have been measured.

This may appear to be a legitimate way to acquire a representative sample, …

But the operant criteria here is caveat emptor, consumer beware.

The sample derived by this technique may or may not be representative; there is not logical way to know.

Concerns with quota sampling

The fact that the population has been divided into subpopulations by various variables is no guarantee that the variables are related to the variables being measured in the study.

The fact that it may be cheaper and more efficient than a stratified sampling design with probability sampling does no justification for its external validity.

If the purpose of the study is to conduct interviews, who selects the quota to be interviewed, the interviewer?

This introduces interviewer bias. Interviewers are likely to select subjects that they judge to be easy interviews or may select one subject and reject another for both conscious and unconscious reasons that can easily bias the selection.

Unfortunately, the sampling bias of a quota sample cannot be estimated since the sampling designed is not based upon probability.

In short, there is no way of knowing what the error is or what population the sample is representative of.

Nor does making a quota sample very large obviate the possibility that the resulting sample is egregiously unrepresentative of the population of interest.

In sum, while the facts gathered from a quota sample may be of interest, virtually no confidence should be attached to the generalizations made from such a sample.

Snowball Sampling

Snowball sampling is used in situations where there is no sampling frame and little or nothing is known about the population of interest.

The sampling process begins by contacting any member of the population, gathering the data of interest, and asking the subject to put the investigator in contact with other members of the population.

This has a “snowball” effect, one subject leading the investigator to another subject and so forth.

Example

An investigative reporter is assign to write a Sunday supplement piece on the international market in stolen Greek antiquities.

Since there is no sampling frame of experts on this esoteric topic, …

She goes to a university library to identify people who have written on the subject in the academic literature.

Several names appear repeatedly in the literature and their work is frequently cited.

Our reporter formulates the following strategy to secure a representative sample of observations and opinions on the matter of stolen antiquities.

She calls one of the apparent experts, conducts an interview and concludes by asking for the names and telephone numbers of other experts that she should call.

These individuals are called, interviews are conducted, and the names and telephone numbers of additional contacts are secured. 

The reporter continues interviewing until one of two things happens.

The additional contacts being suggested by respondents have already been interviewed, and/or …

The information gained by additional interviews is becoming virtually redundant with previous interviews.

Legitimacy of Snowball Sampling

Like other non-probability sampling designs, one should be very skeptical of generalizations made from snowball samples.

We have no logical basis for determining the population they represent, nor do we have a basis for estimating the associated sampling error.

Sampling criteria

Two criteria were mentioned above for determining an adequate size snowball sample:

When the additional contacts offered by respondents are already known, and…

When the additional data being collected is becoming redundant with what is already known.

Q If one or both of these criteria are met, can the researcher conclude that the sample is representative?

A Not necessarily.

Snowball sampling is very dependent upon “who knows who.”

Quite possibly, there are a number of subgroups within a population with little or no contact with each other.

Therefore, even though one may think he/she has exhausted all the potential contacts and related information within a population, …

The fact might be that all that has been exhausted is one portion of the population, which may be a small and very unique portion of the total population.

Q Is there a proper place for snowball sampling?

A Yes. Consider the following possibilities.

As a prelude to acquiring baseline information on a relatively unknown population.

In a pilot study initiated to formulate an inductive theory about a particular variable or relationship operant in a relatively unknown population.

In studies that are focusing on the socio-dynamics of small groups, i.e. who interacts with or knows whom.

This is sometimes called interactive sampling. (Norman Denzin The Research Act: A Theoretical Introduction to Sociological Methods, 3rd Ed. Prentice hall, 1989.)

Dimensional Sampling

From the perspective of time and cost, …

The most efficient sample is N = 1.

This is sufficient when the population variance of the variable of interest is zero, (2 = 0.0. 

As the variance in the population increases, …

The sample size must increase commensurately, if we are to accurately estimate population variance. 

Dimensional sampling is an attempt to minimize the sample size for the sake of time and cost, yet attempt to secure a sample that approaches being representative.

This sampling technique involves a four-step process.

Identify all the factors that are germane to the variable under investigation.

Reduce these factors to categories, i.e. nominal or ordinal levels of measurement if they are metric.

Construct a sampling matrix of all the combinations of the levels of the factors.

Select at least one case, or a very small number of cases, from each of the combinations of the levels of the factors.

Example

The chief directs one of the department’s lieutenants to conduct a quick telephone survey of other police departments on their policies governing hot pursuits.

“When do you need the report?” asks the lieutenant. “By Tuesday next, I’m meeting with the city manager,” answers the chief.

Neither an adequate simple random sample nor a stratified sample of the state’s 1,842 police departments is going to work. Not enough time. 

Since all the chief is interested in is the variety of policies, the lieutenant decides to employ a dimensional sampling design. 

He surmises that there are at least three factors that probably give rise to the variations in pursuit policy. 


Type of agency: police vs. sheriff’s department


Population of jurisdiction: urban, suburban, or rural, defined as over 100,000 population, 30,000 to 100,000, and below 30,000 respectively 

Cross-jurisdictional issues: whether the agency is in a Standard Metropolitan Statistical Area (SMSA) or not.

These criteria were used to produce the sampling matrix presented below.

Dimensional Sampling Matrix

	Type of Agency
	SMSA
	Urban
	Suburban
	Rural

	Police
	Yes
	2
	2
	2

	
	No
	2
	2
	2

	
	
	
	
	

	Sheriff
	Yes
	2
	2
	2

	
	No
	2
	2
	2


The lieutenant decides to sample two agencies from each of the twelve cells of the sampling matrix. 

Using a state map and a directory of the state’s law enforcement agencies, he selects on a nonrandom basis 24 agencies.

He contacts each agency, takes notes on the provisions of their pursuit policy, and requests a fax copy of the policy.

He prepares a report contrasting the variations among the 24 policies and brings it to the chief the following Monday.

Limitations of Dimensional Sampling

Assets

Dimensional sampling has several advantages.


It’s quicker and cheaper than other techniques.

It can be useful in an exploratory study to gain baseline information pursuant to a more extensive study.

It can serve as a foundation for the development of an inductive theory in an area in which there is a paucity of theoretical development.

Since the sample is small, for the same time and money, …

More information can be gathered on each sampling unit, than would be possible with a larger sample derived by a different sampling technique.

Limitations

Like other non-probability sampling techniques, one should be very skeptical of any generalizations from such a sample.

Since the goal of the method is to secure a very small sample, even as low as one subject per cell, …

One can expect that the results will grossly underestimate the population variance, …

Unless this variance is very small or zero.

Q Isn’t dimensional sampling just quota sampling under another name?

A In a way it is. The difference is in the determination of the number of subjects to be sampled from each of the subpopulations.

In proportionate quota sampling, the number selected from each subpopulation is designed to be proportionate to the number in the population.

In dimensional sampling, the number is set to be very few for the sake of time or cost, and can be as few as one per cell.

Purposive Sampling

Purposive sampling, sometimes called judgmental sampling, involves selection of a particular sample because, based on judgment or prior experience,  …

It is assumed or believed to be representative of the population of interest.

Some examples may help to illustrate the logic of this sampling design.

Example A Texas based marketing firm has deduced through experience that products that sell well in the Hispanic community of San Antonio will sell equally well in Hispanic communities throughout the country.

They judge, therefore, that the Hispanic community of San Antonio is representative of Hispanics nationwide.

Example Based upon extensive historical research, a political scientist in a large city has determined that 9 voting precincts in the city have been accurate lead indicators in how the electorate will vote citywide.

On election days she has her students conduct exit interviews at these 9 polling places and has been consistently correct in predicting the outcome of citywide elections by 5 pm on election day.

As a control technique

Sometimes, purposive sampling is used in a pilot study as a control technique.

Suppose that we were interested in pilot testing the cost/benefit of a video simulation firearms training program for police.

We could pull a random sample of officers, randomly divide them into experimental and control groups and test the program in the pretest-posttest control group design shown below.

Pretest-Posttest Control Group Design

	Group
	Pretest
	Program
	Posttest

	Experimental
	Proficiency
	Yes
	Proficiency

	Control
	Proficiency
	No
	Proficiency


Although there is nothing illogical about this design, it may not be the most cost-efficient way to pilot test the program.

If the effect of the program, i.e. effect size, is small, it will take a fairly large random sample to achieve significant results.

The more officers involved in the test, the more equipment required to run the test if officers will participate in the program simultaneously.

If equipment is limited, and the officers will have to go through the program serially, it will take longer to collect the data.

Finally, a random sample will include some portion of officers with more than proficient marksmanship skills, for whom the program is really unnecessary.

If the program works, its real benefit will be for officers with marginal or substandard skills.

Then why not “purposively” test it with the least skilled officers? If it works with them it should work with anyone.

Logical Concerns About 

Purposive Sampling

Ultimately, the logic behind most purposive sampling designs is based upon the prior experience of the researcher, be that experience empirical or subjective.

While it is true that the past frequently predicts the future, …

It is also true that the past frequently fails to predict the future.

Example

John J. Crowley was an Irish immigrant who came to the US at the turn of the last century. He became a naturalized citizen in the same year as a presidential election.

Not being sure how to vote, he decided to flip a coin – heads, he would vote Democrat, tails Republican.

But knowing that he would be voting for a number of years, he concocted the following extension of this coin-toss decision-making strategy.

He put 32 pennies in a jar, shook them up, and poured them on the kitchen table.

17 came up tails, so he voted republican and the republican candidate won the election.

John concluded that the coins that came up tails were lucky, so he saved them, and spent the others.

Every four years, John repeated this process, letting the toss of the coins determine how he would vote, saving the coins that predicted correctly and spending the others.

The process never failed. He always voted with the side of the coins that came up most frequently, and the candidate he voted for always won.

After 8 presidential elections, 32 years, he was down to one penny, a penny that had correctly predicted every one of the past 8 presidential elections.

Concerned about financing his retirement, he tried to sell the coin to various political operatives and news media executives, but never found a taker.


Why?

While purposive sampling may have its place in some circumstances, one should be skeptical of the generalizations made from such studies for two reasons.


What is the purposive sample representative of?

Is there any reason to believe that the belief or judgment derived from past experience that was used to select the sample …

Is in anyway related to the present or the future?

(IX) Caveats About Sampling Design

The Sampling Decision in the 

Design Process

Q When should the sampling decision be made in the research design process?

A Since the determination of the appropriate sampling design is contingent on a number of decisions made in the research design, …

The determination of the sampling design is normally one of the last decisions made in the design of a research project.

Consider the effect that the following factors have on the determination of the adequacy of the sampling design.

The number and nature of the research hypotheses

How the independent and dependent variables are operationally defined

The reliability and validity of the measuring instruments

The number and nature of the experimental and control groups to be used, if this applies

The statistical model that will be used to analyze the data and the assumptions it makes about the ratio of the number of variables (k) to sample size (N)

The estimated variance of the variable(s) in the population


The amount of time allotted for the study


Cost – the money budgeted for the study


Specification of the population of interest

Whether there is a sampling frame for this population

How closely the sampling frame mirrors the elements in the population

The tolerable error in making generalization to the population

Whether the generalizations about the population are intended to be concurrent, predictive, or retrodictive

Drawing a sample, gathering the data, and trying to retrofit the result to a research design ex post facto can prove to be an unfortunate and some times tragic strategy.

In a worst case, the investigator will find that the entire effort has been a waste of time and money.

Queries About the Sampling Design 

In his treatise titled Practical Sampling, Gary Henry offers a useful checklist of queries to guide the development and assessment of the sampling design. (Henry, Gary T. Practical Sampling. In:  Handbook of Applied Social Research Methods. Leon Bickman & Debra J. Rog (Eds.), Sage Publications, 1998, 119-125)

He divides the queries into three stages as indicated below.

Pre-Sampling Queries

What is the nature of the study – exploratory, descriptive or analytic?


What are the variables of greatest interest?

What is the target population for the study?

What subpopulations or special groups are important to the study?

How will the data be collected?


Is sampling appropriate?

Sampling Queries

What listing of the target population can be used for the sampling frame?


What is the precision needed for the study?


What types of sampling techniques will be used?

Will the probability of selection be equal or unequal?


How many units will be selected for the sample?

Postsampling Queries

How can the impact of non-responses be evaluated?


Is it necessary to weight the sample data?

What are the standard errors and related confidence intervals for the sample estimates?
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