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	Abstract


Results of application, instrument and subassemblies testing are presented. Those include instrument noise vs. integration time and referencing time, instrument noise vs. light intensity, skin signal variability, optimization of the data acquisition protocol and optimal dithering length, skin lifter test, skin absorbance vs. temperature, probe contamination and cleaning, skin absorbance PCA  analysis, spectrograph thermal test, A/D converter noise and DNL characterization.

INTRODUCTION

Data analysis, clinical experiments and instrument testing performed during last D1000 development period allowed us to better understand the role of the instrument in application. Some old concepts have collapsed, new ones have appeared. Perhaps one of the most important developments is our better understanding of the instrument role in application. It has been always assumed that D1000 should be built as any other classical spectrophotometer. Therefore, a lot of effort was spent to achieve the best possible stability of the baseline, reduce 1/f noise, eliminate or reduce effects like humidity, lamp thermal drift, probe contamination and other, similar phenomena characterize by strong spectral correlation.

Analysis of the skin signal variability and application of the multivariate analysis (PCA) to instrument characterization led to understanding how different aspects of the instrumental performance affect glucose prediction.

It can be conclusively proven that such instrumental parameters like reference vertical positioning, humidity changes, thermal effects, wavelength shift and other strongly correlated ‘noises’ have a negligible effect on prediction, as prediction vector is immunized to them by process of calibration. What is important is random noise component. Random noise in the D1000 is dominated by shot noise and is in the range of 3 uAU or less. When converted into glucose prediction, random noise is responsible for error in range of 5 to 15 mg/dcl, when single spectrum would be used to predict. This error would be much lower when glucose is predicted with averages of multiple spectra. It is clear that D1000 random noise is insignificant component of the glucose prediction error.

In conclusion, D1000 performance is sufficient to perform successful application. Further instrumental improvements are not going to make difference in prediction accuracy. Prediction performance can be improved by understanding application. 

Further characterization of the D1000 design is needed. Some of the measurements of instrumental performance and analysis of some aspects of the application are being captured in following summary.

1. Instrument noise vs. integration and referencing time


Tests were performed to establish trade off between integration time and resulting signal to noise ratio. As a criteria, value of the random noise component has been used. It has been shown by PCA analysis and clinical data analysis that correlated noise components are of little importance to application. What is important is a random noise.  Work has been documented in a technical report # 970210jg. Following are conclusions:

- D1000 random noise component is shot noise limited: it changes with integration time as a square root function

- noise equivalent of 2.5 uAU can be obtained for integration time of approximately 1 second. This has been measured with D1000 being operated at probe output power level of approximately 200 mW (and reference material spaced approx. 0.45 from the probe).

- 1/f noise has been significantly reduced due to thermal stabilization of the key subassemblies: array heatsink, lamp housing and fiber probe. Well stabilized unit may have 1/f component below 10 uAU for 5 minutes of observation.

- It has been shown in bench top testing that up to 5 minutes reference to reference time could be used without crossing 10 uAU noise level. Optimal trade off between referencing time and noise  seems to be in the range of 60 to 120 seconds.

2. Noise versus signal level


This test was performed to establish relation between signal to noise ratio and optical power delivered to skin. Multiple measurements have been performed, using two different fiber probe output power levels: 125 mW and 180 mW. Units M17 and M50 have been used for those experiments.

As before, random noise component was tested. 

Data shows that for optical power ratio of 1.44 signal to noise ratio changes by 1.2; this is consistent with expectation for shot noise limited system.

3. Dark signal characterization


D1000 dark signal is caused by offset in few last stages of the electronics. It is relatively low and stable as it is due to integrated circuit input voltage offset which has a typical stability of 10 uV/C or better. Still, it was important to verify expectation.

Following have been found:

- dark signal stays stable within 10 uV for few days,

- dark signal becomes stable within 10 uV after two hours since power on,

- dark signal noise is random and small compared with system noise, but significantly larger than electronics noise,

- amplitude of the dark signal is in range of ( 1 mV, (equivalent to approximately 200 uAU).

On the basis of above characterization, dark correction has been implemented into D1000; instrument acquires dark signal once per day (number of averaged dark spectra equivalent to 2.7 seconds of integration time) and subtracts dark signal spectrum from all subsequently acquired data. Resulting residual dark signal is in range of 10 uV (equivalent to 1uAU).

4. A/D converter noise and DNL characterization

In order to determine limits of the D1000 resolution and signal to noise ratio, separate A/D testing has been performed. During this test A/D noise has been measured, maximum of the DNL identified and average DNL value determined. In addition, limits of the resolution have been tested.


Noise has been measured by applying fixed voltage level to the A/D input driver and standard deviation of the A/D output signal have been calculated.  Deviation of the input signal to the A/D converter was measured and applied as a correction to the output. Those measurements have shown noise to be equal to 1/2 LSB; this is value specified by manufacturer of the A/D converter.


DNL have been measured by applying slowly changing ramp voltage to the A/D driver. Noise was estimated at the A/D input. Input ramp was spanning only few codes in order to secure statistically large number of samples per digital code. Average ramp voltage has been moved to different levels to scan for DNL at major code transitions. Data were evaluated by building histograms and measuring departure from uniform distribution. It has been found that:


- DNL associated with major transition can be as high as ( 1/2 LSB,


- average DNL across the full range is well within specified ( 1/4 LSB,


- D1000 design has no impact on DNL; observed DNL are inherent to the A/D design,

Resolution has been tested by applying two closely spaced signal levels to the A/D input driver and averaging different number of samples acquired for each of those levels. Input voltage level has been controlled with 1 uV resolution DVM. Averaging of samples has been performed in steps of 1, 16, 64, 256, 1024, 4096, 16384. It has been shown that resolution as high as 0.4 uAU is obtainable with averaging 1024 and higher. It is expected that this resolution would be significantly worse at major code transition level.

5. Skin signal variability


As a skin variability is a dominant ‘noise’ observed in our application, numerous attempts have been made to characterize it and to fine practical ways to reduce its impact on a prediction accuracy. Following is a short summary of performed testing and key results:

· types of skin signal variability - in series of experiments skin signal variability has been tested by acquiring skin spectra without dithering, with vertical dither only (skin lifter) and with horizontal and vertical dither. It has been shown that highest variability is observed with both, vertical and horizontal dither being active (approximately 15 mAU with 60 mAU at water peak) and the lowest with vertical dither only (reset noise; approximately 3 mAU with 10 mAU at water peak). When skin signal was measured without dithering, skin perspiration resulted in strong drift and instability.  Above results lead to conclusion that skin variability is spatial in its character e.g. skin signal changes from one location to another are dominant in skin ‘noise’. The other conclusion was that ‘reset noise’ is an insignificant component of the overall signal variability. This lead to,

· spatial correlation - fixed pattern of the skin response has been tested by correlating different data sets acquired from the same skin area. Correlation coefficients as high as 0.9 have been demonstrated. Attempts were made to establish practical means to collect skin spectra always from the same area. Ink markers have been used to mark skin. Multiple experiments have shown that this technique was not effective, mainly for a reason that only one dimension of skin motion could be controlled. No alternative approach has been found. Testing of the skin spatial correlation was also prompted by R/D report (Rich Wiggins) on fixed spatial pattern observed in D1000 clinical data.

· skin signal averaging - correlation testing revealed strong correlation between skin spectra acquired from closely spaced skin sites. Experiments were performed to determine site spacing, optimal for skin noise averaging.  Data were acquired with 0.01 inch spacing, decimated to different degree and noise estimates were calculated. It has been found that reduction of the 80% of data did not change significantly resulting signal to noise ratio. Results led to development of new data acquisition protocol. 

6. Data acquisition protocol testing


As a result of the skin variability testing, new data acquisition protocol has been proposed. Its main features were: skin dithering distance has been increased to 4 inches, microstep has been increased from 0.01 inch to 0.02 inch, session has been reduced from 200 spectra to 50 spectra, single spectrum integration time has been increased from .3 seconds to 0.6 seconds.

New protocol (called also a ‘short protocol’) has been implemented on unit M11 and tested for two months and two patients against M19 running with standard data acquisition. Data were acquired for patients 354 and 356 for the period of December 5 to January 30.

Prediction results have shown, on average, somewhat better performance of the M11 over M19. Prediction bias, slope and bias/slope corrected SEP were estimated. Performance improvement has been evident in bias/slope corrected SEP; by averaging the same amount of spectra on both instruments, M11 shown rms value almost twice lower than M19 (M11 bias/slope corrected SEP could be as low as 25 to 30 when averaging 200 spectra).

Additional experiment was performed to establish optimal dithering distance. M11 predictions were recalculated using always the same amount of data but changing (increasing) skin area from which data were collected. Experiment has shown improvement in prediction accuracy with increase of the dithering distance. Results were not fully conclusive.

Dithering distance  of 3.5 inch has been determined as a practical compromise between complexity of implementation and desire to get large skin spectra collection area.


As a result of this set of experiments and measurements of the signal to noise ratio vs. integration time (see 1), new data acquisition protocol has been established.  Data acquisition spans 3.5 inch skin during calibration day and approx. 0.8 inch during prediction, total of 54 spectra is being acquired during a session in the order of: 1 control sample, 1 reference, 50 skin spectra, 1 reference, 1 control sample. Reference and control sample spectra are acquired with 2.4 second integration time (to minimize noise), while skin spectra are acquired with 0.6 second integration. Skin spectra are acquired and transferred to external PC with rate of 1 spectrum per 0.76 second. Skin spectra are evaluated on the basis of the peak transmittance skin signal which corresponds to pixel 13 (approximately 1305 nm) by D1000 embedded software and accepted if this pixel signal stays within range of 0.3 to 0.95 of full scale, otherwise, spectrum is rejected.

Skin dithering occurs only in horizontal direction, skin lifter has been disabled.

7. Skin lifter evaluation


Importance of the vertical dither (skin lifter) has been questioned since beginning of the D1000 development. First experiments have been performed with XD1000, by disabling its vertical motion and comparing resulting skin noise difference. No significant difference has been observed. It has been than decided that it is safer to build this capability into D1000 design and re-evaluate it at later time.

Bench top evaluation of the vertical lifter has been repeated a few times since, with similar results: skin lifter action caused skin variability to increase by 5% to 10%.  Results were not conclusive enough to justify removal of this device from design.

At the beginning of 1997, clinical testing has been arranged where two units: M4 and M25 were tested for total of four days. For two days M25 was used with lifter and M4 without. For next two days role were changed: M25 was used without lifter and M4 with. The same patient was tested in both cases. Results on second day prediction were compared and no difference in SEP could be associated with presence or absence of the lifter. 

Conclusion has been reached that presence of the skin lifter cannot be justified by results of the clinical testing.

8. Skin absorbance vs. temperature


This experiment was design to determine importance of the probe housing temperature on the skin spectral response. In first step, probe temperature was being maintained at 32C and 38C. At each of those two levels reference spectra were collected and thermal coefficient of the reference signal was calculated. Experiment has been repeated few times. Average value of the fiber probe thermal coefficient has been found to be equal to 1000 uAU/C.

In second step, skin spectra were collected for multiple probe temperature values: 32, 34, 36 and 38 degree Celsius. Experiment was repeated many times, with different persons and with different operators. Main reason for repeating experiments was lack of conclusive results. High water noise was masking changes due to temperature. Results were only indicative of thermal changes in the skin response induced by probe housing temperature.  Skin data were passed to Computational Analysis for further analysis.

9. Probe contamination


As skin contacts fiber probe, it contaminates probe surface with collagen, fat, water and other contaminants. Subsequent references have, therefore different spectral information due to contaminate signature. It has been thought that this effect may be significant component of the glucose prediction error.

Effort has been undertaken to remove probe contamination by using better probe cleaning techniques. Also, effect of the contamination on instrumental error and glucose prediction have been investigated.

Result of this work was quite involved cleaning procedure, which resulted in contamination removal to the level beyond D1000 detection. Cleaning method called for consecutive use of acetone, DI water,  isopropanol and dry whip. Cleaning procedure was cumbersome, time consuming and requiring training and a lot of attention.

Impact of the probe contamination on prediction error has been studied with M6 and M11 data and patient 354 and 359. Prediction vectors were constructed and errors due to contaminate were evaluated. It has been shown that instrumental noise (including irreproducibility of referencing) was equivalent to 4 mg/dcl. When probe was cleaned as in clinical testing (dry wipe only with Kimwipe paper), resulting prediction error due to instrument was estimated at 8 mg/dcl. When aggressive cleaning was applied, this error could be reduced to approximately 5 mg/dcl.

New cleaning method has been viewed as too cumbersome, considering minute improvement of the glucose prediction it resulted in. Decision has been made to stay with existing cleaning approach.

10. Spectrograph thermal testing


Original specification for the spectrograph wavelength stability called for 0.01 nm. This parameter raised many concerns. Our spectrograph design (components mounted to side walls of machined aluminum housing), was not likely to deliver expected performance. Finite element analysis only confirmed those doubts. Further, thermal gradient has been observed in spectrograph housing, due to instrument non-uniform internal heating.

Experiments were performed to measure dependence between wavelength shift and temperature. Heating element has been attached to the spectrograph wall and thermal gradient created in housing. At the same time, laser line position has been monitored by collecting reference spectra. Spectral shift was estimated from data and compared with associated thermal gradient. In result, thermal coefficient was estimated as being less than 0.1 nm per 1C of the thermal gradient in spectrograph housing.

Experiment has been repeated to evaluate effect of the uniform temperature change (no gradient in spectrograph housing). This time changes in the wavelength position were beyond measurement detection limits.

In addition to the wavelength stability, other potential effects like vertical array displacement or twists were investigated, using wavelength uniformity test. Test did not reveal anything of significance.

Inspection of clinical data allows to estimate thermal gradients in the spectrograph to be bellow 0.5 C during calibration or validation days. This would correspond to wavelength stability of 0.05 nm. That number has been confirmed by recent analysis of M11 data (see Rich Wiggins ‘Measurements of D1000 performance’).

Calculation performed on the D1000 data has shown that wavelength shifts and instabilities are not detrimental to glucose prediction. Wavelength changes as large as 0.1 nm are not introducing any significant errors when they occur in calibration data set. If error occurs in prediction data set only, calibration vector still can be immunize by appropriate algorithm (see R. Marbach ‘Method to de-sensitize glucose prediction to wavelength shifts’). This method has been used also by other research centers.

In conclusion, one can state that D1000 spectrograph stability meets application requirements. It could be further improved by changing design, reducing thermal gradients, reducing housing expansion coefficients and similar measures, although, no improvement of the prediction error should be expected.

11. PCA data analysis


It has been performed to characterize instrumental noise and skin variability. Clinical test data were used as well as those acquired specifically for this purpose. It shows that:

- skin signal variability is, on average, 1000 times higher than instrumental noise; skin variability is correlated up to 60 PCA components,

- skin variability is the same when the same person is being measured on different instruments

- skin variability changes from person to person when measured on the same instrument,

- instrument noise is correlated up to 7 pca components

- random instrumental noise component is shot noise limited, it follows square root law with averaging; it is represented by higher PCA components

- random instrumental noise is in range of 2.5 uAU for integration time of 1.0 second

- prediction error does not show clear minimum as a function of rank. Very often its value decreases with increasing rank, all the way, up to rank 50. It implies that instrumental noise is negligible component of the prediction error,

Above conclusions as referred to instrumental noise have been confirmed by recently published technical report by Rich Wiggins ‘Measurements of D1000 performance’. 

Note: It is worthily to notice that D1000 prediction reproducibility (or bias/slope corrected standard error of prediction)  is in range of 20 mg/dcl when averaging 300 individual spectra. This is in presence of large skin variability as described above.

It can be conclusively shown that no significant random noise is being present in skin data. Skin variability is correlated in spectral domain to full D1000 data rank (64). This leads to observation that all this variability could be resolved by well designed calibration process. Ideally, glucose variation during calibration should be random to avoid false correlation to non-glucose induced D1000 signal.

12. Prediction bias


Prediction bias is a dominant component of the glucose prediction error. Significant effort has been mounted to understand its nature and to control it.  As of today, no satisfactory solution has been found. Following are comments and observations:

- from many tested approaches, best bias correction could be accomplished by taking single fingerprick (one per day) and applying this information to correct subsequently acquired data. Correction could be applied by taking multiple session (approx. four times 50 spectra) associated with a morning fingerprick, and then, correcting for observed bias. Calculated correction would be applied to all subsequent predictions on this day.

- false bias correction could be obtained when using global mean centering. This technique replaces original bias with new one (equal to a difference between mean glucose value from calibration data set and glucose value corresponding to data to which correction has been applied. This correction shall not be used.

- when patient is tested simultaneously on two machines, prediction bias occurs on both of them with similar intensity. This can be observed in M11 and M19 data with patient 354 and 356, also in M4 and M25 data with patient 362.

- analysis of the M11 data, where stable reflectance standard (dysprosium dioxide) was used in place of the control standard, did not reveal any instrumental changes between two days marked by strong prediction bias.

- PCA analysis, of the data sets with strong prediction bias, indicates that bias does not depend on the first order skin variability. Removal of the first two PCA components from the data set does not affect bias or any other prediction parameters (results obtained with M6 and M11 data). Up to 16 PCA factors have to be removed to remove bias (for the price of slope and scatter; M6 data).

- significant reduction of the prediction bias has been observed when comparing multiday calibration with that, based on single day data.

It could be concluded, on the basis of existing data, that bias is caused by:

- skin signal changes, which were not experienced  during calibration period, or

- calibration process which allows prediction vector to have substantial sensitivity to major constituents of skin signal variability. 

Conclusion 

In my opinion, presented here findings are sufficient to justify conclusion that D1000 meets requirements of the application. Further instrumental improvements are not going to reduce prediction error (unless application is going to be re-defined).


Further instrument characterization is needed to ensure its manufacturability and to stabilize design. In particular, more attention should be focused on probe characterization.


As previously pointed by many, calibration process may be the main application problem. All possible means should be used to avoid correlation between glucose profile and those variables which are influencing skin or instrument responses. It is being commonly recognized that the best way to accomplish that is to randomize calibration process.
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A.
Completed Tasks

· Short data acquisition protocol testing

· System Test Procedure

· Spectrograph wavelength thermal stability

· Noise vs. integration time testing

· Noise vs. light intensity

· Noise versus referencing time

· Dark signal characterization

· Vertical dither (skin lifter) test

· A/D converter noise test

· A/D converter DNL and resolution test

· Dark signal correction and variable integration time

· Analysis of the optimal dithering length

· Probe contamination and cleaning procedure

B.
Unfinished Tasks

· Fiber Probe thermal and spectral characterization

· Electronics thermal test   - (in process of completion)

· Assessment of the sensitivity to array heatsink temperature

· Linearity test - fixture

· Manufacturing linearity test methodology

· Bias analysis and correction

· Reference stability testing
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