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Abstract

Background: Personalized warfarin dosing is influenced by various factors including
genetic and non-genetic factors. Multiple linear regression (LR) is known as a conven-
tional method to develop predictive models. Recently, machine learning approaches
have been extensively implemented for warfarin dosing due to the hypothesis of non-
linear association between covariates and stable warfarin dose.

Objective: To extend the multiple linear regression algorithm for personalized war-
farin dosing in a Korean population and compare with a machine learning--based
algorithm.

Method: From this cohort study, we collected information on 650 patients taking
warfarin who achieved steady state including demographic information, indications,
comorbidities, comedications, habits, and genetic factors. The dataset was randomly
split into training set (90%) and test set (10%). The LR and machine learning (gradient
boosting machine [GBM]) models were developed on the training set and were evalu-
ated on the test set.

Result: LR and GBM models were comparable in terms of accuracy of ideal dose
(75.38% and 73.85%), correlation (0.77 and 0.73), mean absolute error (0.58 mg/day
and 0.64 mg/day), and root mean square error (0.82 mg/day and 0.9 mg/day), respec-
tively. VKORC1 genotype, CYP2C9 genotype, age, and weight were the highest con-
tributors and could obtain 80% of maximum performance in both models.
Conclusion: This study shows that our LR and GMB models are satisfactory to predict
warfarin dose in our dataset. Both models showed similar performance and feature
contribution characteristics. LR may be the appropriate model due to its simplicity and

interpretability.

KEYWORDS
anticoagulants, linear models, supervised machine learning, thrombosis, warfarin

Manuscript handled by: Robert Gosselin
Final decision: Robert Gosselin, 22 March 2021

© 2021 International Society on Thrombosis and Haemostasis

1676 wileyonlinelibrary.com/journal/jth

J Thromb Haemost. 2021;19:1676-1686.


www.wileyonlinelibrary.com/journal/jth
https://orcid.org/0000-0001-5643-3479
mailto:﻿
https://orcid.org/0000-0003-2749-0014
mailto:﻿
mailto:phshinjg@gmail.com
mailto:sangzinahn@gmail.com

NGUYEN ET AL.

Essentials

compared.

models.

1 | INTRODUCTION

Warfarin is an extensively prescribed anticoagulant drug that works
by inhibiting the activity of the vitamin K epoxide reductase mul-
tiprotein complex. This drug has been used to treat and prevent
harmful blood clots, such as venous thrombosis and pulmonary em-
bolism.>? Predicting optimal warfarin dose is influenced by many
factors including genetic and non-genetic attributes such as vitamin
K epoxide reductase complex subunit 1 (VKORC1) genotype, cy-
tochrome P450 family 2 subfamily C member 9 (CYP2C9) genotype,
age, body weight, concurrent medication, and vitamin K intake.®”
Due to its narrow therapeutic index and high interpatient variability,
personalized warfarin dosing to maximize efficacy and safety con-
tinues to be challenging.®

Therefore, many predictive warfarin dosing algorithms have
been developed at the global level® and in individual ethnic popu-
lations.”* Most of them have been shown to be cost-effective!>*®
and thus are extensively used in the personalized dose prediction
of warfarin in clinical practice. In Korea, our group has developed a
warfarin dose prediction algorithm in patients taking warfarin after
valvular heart replacement surgery.*® One limitation of our study is
that it covers only patients with mechanical heart valve replacement
(MHVR) as an indication of warfarin. It has been reported that there
are differences in optimizing warfarin dose in patients with MHVR
and with other indications.'”*® Thus, an algorithm that can cover
more indications of warfarin for a higher number of patients must be
continuously developed.

Multivariate linear regression is known as a conventional ap-
proach to developing a predictive model because of its simple de-
velopment process and high interpretability. It has been reported
that a complex non-linear relationship may exist between stable
warfarin dose and genetic and clinical factors.'” Therefore, a ma-
chine learning approach has been extensively implemented in de-
veloping predictive algorithms of personalized precision warfarin
dosing.1420-22

In this study, we first aimed to extend our previous multiple lin-
ear regression predictive model of warfarin dosing for the Korean
population. Additionally, to explore whether machine learning mod-
els, which can solve non-linear relationships, may have better per-
formance than conventional linear regression models, a machine
learning model was developed on the same dataset; then, we com-
pared the performance and structure of both models.
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e Linear regression (LR) and gradient boosting (GBM) models predicting warfarin dose were

e The models were trained on 29 features from 650 Korean patients.

e VKORC1 genotype, CYP2C9 genotype, age, and weight were the highest contributors in both

e Both LR and GBM models showed similar characteristics and performance in our dataset.

2 | METHODS

2.1 | Cohort dataset

This cohort study was approved by the Institutional Review Board
(IRB) of the Inje University Busan Paik Hospital, Busan, Korea (IRB
approval number: 16-0232). The patients treated with warfarin
were enrolled between 2005 and 2019. The data up to 2015 were
collected retrospectively and data after that time were collected
prospectively. The inclusion criteria consisted of agreement of geno-
typing, at least 18 years old or older, administration of warfarin, ac-
cessible medical records, and routine international normalized ratio
(INR) measurement (every 4-8 weeks for reliable and medically sta-
ble patients). Those recorded as being noncompliant with warfarin
medication were excluded from the study. All recruited participants
provided written informed consent. The patients were followed-
up to getting at least steady-state. The follow-up time was from
3 months to 2 years.

From the medical record of patients and direct question-
naires, clinical and dietary information were collected for
gender, age, weight, height, warfarin indication, therapeutic
range of INR, resulting INR values and warfarin doses, comor-
bidities, comedication, dietary supplements, and smoking sta-
tus. The self-monitoring tool was developed by us based on a
Korean food composition table by the Korea Rural Development
Administration?® and was used to evaluate vitamin K intake. If
more than 85 mg/day of vitamin K was administered, they were
assumed to have an INR-decreasing dietary supplement,is'24
Food and drugs potentially interacting with warfarin were char-
acterized by referring to the MicroMedex Healthcare Series
online database.?®> Nine hundred and twenty patients were en-
rolled, and 270 patients were dropped because of withdrawal
of consent, inaccessible medical records, or inability to reach to
stable warfarin dose. Details of data description and processing
are shown in Figure S1 and Table S1 in supporting information.
Finally, a dataset of 650 subjects with 29 independent features
and 1 primary endpoint feature was used for modeling. Steady-
state warfarin dose (mg/day) was the primary endpoint of this
study. A steady-state warfarin dose was defined when three
consecutively measured INR from the same mean daily dose for
more than 4 weeks were within a therapeutic range, which was

described from our previous report.*®
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2.2 | Splitting dataset

In this study, the whole dataset was randomly split into a training set
(90%) and a test set (10%). The training set was used for model de-
velopment and the test set was used for evaluating the performance
of models. The equal stratification of variables between the train-
ing set and test set was examined by performing Student’s t-test or
Wilcoxon’s rank-sum test for continuous variables after the assess-
ment of normal distribution using a Shapiro-Wilk test while the cat-
egorical variables was compared with ;{2 test or Fisher’s exact test in
case of less than 5 in any cell frequency and contingency 2 x 2. The
detail of the model development strategy is illustrated in Figure 1.

2.3 | Model development
2.3.1 | Multiple linear regression model
development

Because the observed warfarin dose was not normally distributed,
log transformation was applied to achieve normal distribution. To
develop the multiple linear regression (LR) model of the warfarin
dose, stepwise regression with bidirectional elimination was used
to select the covariates and calculate the regression coefficients of

Data transformation (LASSO, EN, KNN, CART,

SVR, RF, GBM)
|

4

'
y v

GBM model

hyperparameter tuning

1

1

i

1

1

i

GBM model RFE 1
1

1

i

Stepwise regression !
1

(RMSE, MAE, permutation importance, cumulative R?, partial dependence)

FIGURE 1 The model development strategy. The whole dataset
was divided into training set (90%) and test set (10%). Model
development and model structure analysis were done using the
training set. The performance of models was evaluated on the test
set. CART, classification and regression tree; EN, elastic net; GBM,
gradient boosting machine; KNN, k-nearest neighbors; LASSO,
least absolute shrinkage and selection operator; ML, machine
learning; RF, random forest; SVR, support vector regression

the model. The P-values for including and excluding covariates in the

model were set at 0.1 and 0.05, respectively.

2.3.2 | Machine learning model development

Seven different predictive models (least absolute shrinkage and se-
lection operator: LASSO, elastic net: EN, k-nearest neighbors: KNN,
classification and regression tree: CART, support vector regression:
SVR, random forest: RF, and gradient boosting machine: GBM) were
trained on the training dataset with five-fold cross-validation using
scikit-learn default settings. Based on the root mean square error
(RMSE) and mean absolute error (MAE), the model that had the
smallest error was chosen. As a result, GBM was the best-performing
model and was selected for further development.

In the GBM model development, first, recursive feature elimina-
tion with five-fold cross-validation (RFECV) was used to eliminate
unimportant features. Second, the remaining features were used for
hyperparameter tuning. Boosting (n_estimators) and tree-specific
(max_depth, max_features, subsample) hyperparameters were
tuned using grid search with five-fold cross-validation. Finally, the

performance of the final model was evaluated on the test set.

2.3.3 | Software

In this study, model development and data analysis were done by
using R (version 3.6.2) and Python (version 3.7.0). Machine learn-
ing algorithms were built based on the scikit-learn package version
0.22.2.

2.4 | Comparison of the performance of linear
regression and gradient boosting machine model

MAE, RMSE, correlation (R), and accuracy of ideal warfarin dose
(within 20% of the actual dose) were computed to compare the per-
formance of the two proposed models. The acceptable error range
of 20% of the actual dose was set similarly with other warfarin dos-
ing model studies.'1%20:21

A permutation importance score was measured to assess how

much each feature contributes to the models following equation 1.

Y. 1%baseline R? — permuated R
100

Permutation importance score =

(1)

wherein baseline R? was defined as the original R?, which was ob-
tained from the original test set; permutated R? was defined as R?,
which was computed after shuffling a single feature of the test set.
A single feature was randomly shuffled 100 times, then the mean
and standard deviation of permutation importance score were

calculated.
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Additionally, a cumulative R? of each model was evaluated by
adding features ordered by the permutation importance score. First,
all features in the test set were imputed using mean value (contin-
uous features) or most abundant value (categorical features). After
that, the imputed values were replaced with actual observed val-
ues for each feature in descending order of importance score, and
on each step the predictive R? value was re-calculated to illustrate
the effect of adding each feature on the performance of the model.
Partial dependence plots were used to show the marginal effect of
the common four most important features of both models. Partial
dependence was computed on the training dataset using a par-
tial_dependence module from the scikit-learn package with default

settings.

3 | RESULTS

3.1 | Cohortdataset

The clinical and genetic information of the studied population is
shown in Table 1. The mean age of 650 patients was 58.4 years old,
among them, 381 (58.6%) patients were male. The average weight
of the population was 61.5 kg. The median target INR range in our
dataset was from 1.75 to 2.50. Among those, most of patients’
(99%) target INR was 2.25, while 1 patient (0.15%) was 2.50, 3
patients (0.45%) were 2.00, and 2 patients (0.30%) were 1.75.
Mechanical heart valve replacement was the most common indi-
cation for warfarin administration, which was observed in 390 pa-
tients (60%), while other indications included arrhythmia (20.5%),
stroke (14.3%), deep vein thrombosis (1.2%), pulmonary embolism
(3.2%), heart valve disease (14.2%), and other thrombosis or embo-
lism (0.9%). Congestive heart failure (CHF) and/or cardiomyopathy
had the highest prevalence (23.8%) compared to other comorbidi-
ties, followed by hypertension (23.1%), diabetes mellitus (12.8%),
cancer (2.3%), liver disease (1.4%), hypothyroidism (1.4%), hyper-
thyroidism (0.9%), and myocardial infarction (0.9%). Smoking and
INR-decreasing supplementary intake were recorded in 18.0% and
8.2% of the population, respectively. Comedications that could af-
fect the anticoagulant effect of warfarin including HMG-CoA re-
ductase inhibitor, INR-decreasing drug, INR-increasing drug, and
anti-platelet drug were administrated in 26.5%, 0.9%, 1.5%, and
13.5% of the population, respectively. Regarding genetic factors,
CYP2C9*1/*1 was the most common genotype (89.2%) followed
by CYP29*1/*3, CYP2C9*1/*13 (0.46%), CYP2C9*1/*14 (0.3%),
and CYP2C9*3/*3 (0.3%). The frequency of GG, GA, and AA gen-
otypes of VKORC1 (-1639G>A) were 0.3%, 16.5%, and 83.2%,
respectively.

3.2 | Multiple linear regression model development

The extended multiple linear regression model (Table 2) of war-
farin dose includes 15 variables including VKORC1 1639 G>A
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genotype, CYP2C9 genotype, PROS1, rs13062355 AA geno-
type, age, weight, CHF and/or cardiomyopathy, heart valve dis-
ease, pulmonary embolism, diabetes mellitus, INR-decreasing
drug, INR-increasing drug, anti-platelet drug, HMG-CoA reduc-
tase inhibitor, current smoking, and INR-increasing diet. Among
included variables, VKORC1-1639 G>A genotype and CYP2C9
genotype account for the highest variation of warfarin mainte-
nance dose with 19.1% and 13%, respectively. The final model
explained about 59% of the variation of inter-individual warfa-
rin dose: maintenance dose = exp(1.435 + 0.414 x VKORCI1-
1639 GA + 0.608 x VKORC1-1639 GG -0.007 x Age [years]
-0.373 x CYP2C9 1-LoF -1.502 x CYP2C9 2-LoF -0.114 x CHF
and/or Cardiomyopathy +0.007 x Weight [kg] +0.443 x INR-
decreasing drug -0.078 x Current smoking -0.095 x Antiplatelet
drugs -0.116 x Heart Valve Disease +0.152 x Pulmonary Embolism
-0.086 x HMG-CoA reductase inhibitor +0.078 x Diabetes
Mellitus +0.098 x INR-decreasing dietary supplements
-0.221 x INR-increasing drug -0.070 x PROS1 [rs13062355 GA]
-0.075 x PROS1 [rs13062355 AA]), where it was coded as 1 in
the case of CHF and/or cardiomyopathy, heart valve disease,
pulmonary embolism, diabetes mellitus, co-administration of
INR-increasing drug, INR-decreasing drug, anti-platelet drugs,
HMG-CoA reductase inhibitor, INR-increasing diet, and smoking.
CYP 2C9 1-LoF variant include: CYP2C9*1/*3, CYP2C9*1/*13,
CYP2C9*1/*14; CYP 2C9 2-LoF variants include CYP2C9 *3/*3
unless otherwise, it was coded as 0.

3.3 | Machine learning model development

To identify the most suitable machine learning model for our data-
set, we examined the performance of seven different algorithms
(EN, LASSO, KNN, SVR, CART, RF, and GBM) using five-fold cross-
validation on the training set. RMSE and MAE were used to evalu-
ate the performance of each model. GBM was the best-performing
model among these models in both RMSE (1.10 + 0.09 mg/day) and
MAE (0.79 + 0.03 mg/day; Figure 2). Based on these results, the
GBM algorithm was further used to develop a predictive warfarin
dosing model of the machine learning approach. After RFECV and
hyperparameter tuning processes, the final GBM model was devel-
oped on the training set data of 17 importance features and with
hyperparameter number of estimators (n_estimators): 90; maximum
depth of tree (max_depth): 4; maximum of features (max_features):
2; and fraction of observations to be selected for each tree (subsam-

ple): 1.0 (data not shown).

3.4 | Comparison of the performance and
structure of LR and GBM models

The performance of two developed models is shown in Table 3 and
Figure S2 in supporting information. From the results, we did not find
significant performance improvement of the GBM model compared
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TABLE 1 Demographics and clinical characteristics of 650 patients from our dataset

Covariate/feature

Basic characteristics
Age (years)®
Male
Height (cm)®
Weight (kg)?
Indication
Mechanical heart valve replacement
Arrhythmia
Stroke
Deep vein thrombosis
Pulmonary embolism
Heart valve disease
Other thrombosis embolism
Comorbidity
Myocardial infarction
CHF and/or cardiomyopathy
Liver disease
Hyperthyroidism
Hypothyroidism
Diabetes mellitus
Hypertension
Cancer
Habit
Current smoking
INR-decreasing dietary supplementsb
Genetics
CYP2C9 genotype
*1/71
1-LoF (*1/*3; *1/*13; *1/*14)
2-LoF (*3/*3)
VKORC1 (-1639G>A)
GG
GA
AA
PROSI1 (rs13062355)
GG
GA
AA
CYP4F2 genotype
*1/71
*1/*3
e
Comedication
HMG-CoA reductase inhibitor
INR-decreasing drug®

All dataset (N = 650)

58.4(12.6)

375(57.7)
162.3(8.4)

61.5(11.0)

390 (60.0)
133(20.5)
93(14.3)
8(1.2)
21(3.2)
92 (14.2)
6(0.9)

6(0.9)
155(23.8)
9(1.4)
6(0.9)
9(1.4)
83(12.8)
150 (23.1)
15(2.3)

117 (18.0)
53(8.2)

580 (89.2)
69 (10.6)
1(0.2)

2(0.3)
107 (16.5)
541 (83.2)

110 (16.9)
274 (42.2)
266 (40.9)

339 (52.2)
254 (39.1)
57 (8.8)

172 (26.5)
6(0.9)

Training set (N = 585)

58.3(12.6)

341 (58.3)
162.3(8.4)

61.4(10.8)

352 (60.2)
120 (20.5)
82 (14.0)
8(1.4)
19 (3.2)
82 (14.0)
6(1.0)

5(0.9)
141 (24.1)
9(1.5)
6(1.0)
8(1.4)
70(12.0)
137 (23.4)
13(2.2)

101 (17.3)
50 (8.5)

522(89.2)
62 (10.6)
1(0.2)

2(0.3)
97 (16.6)
486 (83.1)

100 (17.1)
240 (41.0)
245 (41.9)

304 (52.0)
227 (38.8)
54(9.2)

151 (25.8)
5(0.9)

Test set (N = 65) p value
59.9 (12.7) .33
34(52.3) 43
162.5(8.4) .83
61.8(12.3) .81
38(58.5) .89
13(20.0) .95
11 (16.9) .65
0(0.0) 72
2(3.1) 77
10 (15.4) 91
0(0.0) .89
1(1.5) .89
14 (21.5) 76
0(0.0) .65
0(0.0) .89
1(1.5) .65
13(20.0) .10
13 (20.0) .64
2(3.1) 1.00
16 (24.6) .20
3(4.6) .39
58(89.2) 95
7 (10.8)

0(0.0)

0(0.0) .87
10 (15.4)

55 (84.6)

10 (15.4) .20
34 (52.3)

21(32.3)

35 (53.8) 46
27 (41.5)

3(4.6)

21(32.3) .34
1(1.5) .89

(Continues)
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TABLE 1 (Continued)

Covariate/feature All dataset (N = 650) Training set (N = 585) Test set (N = 65) p value
INR-increasing drugd 10(1.5) 10(1.7) 0(0.0) .60
Anti-platelet drug® 88 (13.5) 77 (13.2) 11 (16.9) .52

Primary outcome
Observed steady-state warfarin dose (mg/ 4.0(1.5) 4.0(1.6) 3.8(1.3) .32

day)?
Target INR range 1.50-2.00 (n = 2) 2.79 (0.29) 2.79 (0.29) -
Target INR range 1.70-2.80 (n = 644) 3.96 (1.53) 3.99 (1.56) 3.78 (1.29)
Target INR range 1.50-2.50 (n = 3) 3.56 (1.87) 3.56 (1.87) -
Target INR range 2.00-3.00 (n = 1) 1.75(-) 1.75(-) -

Note: Statistical significance between training set and test set was conducted using Student’s t-test, Wilcoxon rank-sum test, xz test or Fisher’s exact
test appropriately.

Abbreviations: CHF, congestive heart failure; HMG-CoA reductase inhibitors, 3-hydroxy-3-methylglutaryl coenzyme A reductase inhibitor; INR,
international normalized ratio; LoF, loss-of-function.

?Data were shown as mean (standard deviation), others were shown as frequency (%).

PDietary supplements with decreasing effect include broccoli, soybeans, nutrition pills containing vitamin K, and Korean ginseng.
‘INR-decreasing drug includes rifampin or carbamazepine.

4INR-increasing drug includes amiodarone or fluconazole or doxifluridine, or cotrimoxazole.

®Anti-platelet drug includes aspirin or clopidogrel.

TABLE 2 Multiple linear regression

model . o o Uznivariate
Covariates/features Coefficients p value Cumulative R R
Intercept 1.435 <.001
VKORC1 (-1639 GA) 0.414 <.001 19.15 19.15
VKORC1 (-1639 GG) 0.608 .001
Age -0.007 <.001 32.26 12.43
CYP2C9 1-LoF (*1/73, *1/*183, -0.373 <.001 44.37 13.03
*1/*14)

CYP2C9 2-LoF (*3/*3) -1.502 <.001
CHF and/or cardiomyopathy -0.1141 <.001 49.23 7.22
Weight (kg) 0.007 <.001 51.60 4.603
INR-decreasing drug 0.443 <.001 53.07 1.021
Current smoking -0.078 .006 54.34 2.123
Anti-platelet drug -0.095 .003 55.23 2.637
Valve heart disease -0.116 .002 55.89 4.446
Pulmonary embolism 0.152 .01 56.52 2.159
HMG-CoA reductase inhibitor -0.086 .001 5713 2.684
Diabetes mellitus 0.078 .02 57.63 0.048
INR-decreasing dietary supplements  0.098 .009 58.02 1.651
INR-increasing drug -0.211 .012 58.40 1.97
PROS1 (rs13062355 GA) -0.070 .022 58.88 3.28
PROS1 (rs13062355 AA) -0.075 .014

Abbreviations: CHF, congestive heart failure; HMG-CoA reductase inhibitors, 3-hydroxy-

3-methylglutaryl coenzyme A reductase inhibitor; INR, international normalized ratio;

LoF, loss-of-function.

to the LR model in terms of MAE (0.64 mg/day vs. 0.58 mg/day), Permutation importance score was computed to compare the

RMSE (0.90 mg/day vs. 0.82 mg/day), correlation (0.73 vs. 0.77), and contribution of each feature in the LR and GBM models. Figure 3A
accuracy (73.85% vs. 75.38%). shows that VKORC1 (-1639 G>A) genotype, age, CYP2C9 genotype,
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Classification And Regression Trees (CART){ - Root Mean Squared Error — " T
+  Mean Absolute Error
K-Nearest Neighbors (KNN) —— =
Support Vector Regression (SVR) « e
Elastic Net (EN) “ ——
Least Absolute Shrinkage and Selection Operator (LASSO) —h— T
Random Forest (RF) B —e—
Gradient Boosting Machine (GBM) B —e—
0.0 0.5 1.0 1.5 2.0

Error warfarin dose (mg/day)
FIGURE 2 The performance of seven different machine learning models based on RMSE and MAE on five-fold cross validation. The GBM

model resulted in the smallest error in both RMSE and MAE, thus this model was used for downstream steps. The data were shown as mean
and standard deviation. GBM, gradient boosting machine; MAE, mean absolute error; RMSE, root mean square error

TABLE 3 Comparison of the

Accuracy MAE RMSE erformance of multiple linear regression
Algorithms (%) Correlation (mg/day) (mg/day) p-value® P . . P - & .
and gradient boosting machine algorithms
Linear regression 75.38 0.77 0.58 0.82 .5398
Gradient boosting 73.85 0.73 0.64 0.90

machine

Abbreviations: MAE, mean absolute error; RMSE, root mean square error.

ap-value was computed using Paired Student's t-test on residual (predicted dose - actual dose) of

two models.

and weight are the most important features in warfarin dosing and
the contribution of these features was similar between the two
models. There were some slight differences in terms of the contri-
bution of other features; however, their effects were very minor
(Figure 3A). Generally, the LR model and GBM model showed similar
performance when the same number of features was added to the
model. In fact, the cumulative R? on the test set of two models in-
creased sharply at the first five most important features and leveled
out around R? = 0.58 in both models. In the case of adding more less-
important features to the models, the performance of two models
marginally fluctuated (Figure 3B). Moreover, the partial dependence
plot of these four most important features demonstrated similar ef-
fects on predicting the stable warfarin dose in both models (Figure

S3in supporting information).

4 | DISCUSSION

Previously, our algorithm for predicting warfarin dose was built
based on data of patients indicated with MHVR. However, with the
limited sample size and indications, it was reasonable to extend a
new model with a larger number of patients including internal medi-
cine and surgery indications. The extended LR model explained
58.9% (adjusted R? = 57.6%; data not shown) variability of warfarin
dose variation, which is higher than our previous model (R? = 55.8%).
On the test set, the performance of our extended LR was better than
our previous model in terms of all four criteria, namely MAE (0.58

and 0.67 mg/day), RMSE (0.82 and 0.86 mg/day), correlation (0.77
and 0.74), and accuracy of ideal dose (75.38% and 63.1%). This im-
provement can be explained by the effect of adding more indications
(heart valve disease and pulmonary embolism), comorbidity (diabe-
tes mellitus), comedications (HMG-CoA drugs, and CYP2C9 inducer)
as well as genetic factors (PROS1 polymorphisms). As a vitamin K--
dependent protein, PROS1 was reported to possibly affect warfarin
variability. 2% In this study, however, we found that its contribution
to warfarin dosing in our model was very small in comparison to other
genetic factors, such as VKORC1 and CYP2C9 genotype. Therefore,
adding PROS1 genotype information to our model may be useful in
case this information is available preemptively. Otherwise, including
VKORC1 and CYP2C9 genotype information may be sufficient.

It has been reported that genetics and clinical factors might
have a non-linear association with warfarin dose,'” which is a lim-
itation of linear regression models.?” Thus, many machine learn-
ing models that can solve the non-linear relationship have been
developed.’*?%22 | this study, we compared the performance of
LR, which was developed using a conventional method and GBM,
which is a typical machine learning model on the same dataset from
the Korean population. No significant performance improvement of
the GBM model was found in comparison to the LR model’s perfor-
mance in terms of MAE, RMSE, correlation, and accuracy of the ideal
dose (Table 3). Interestingly, previous studies exploring the IWPC
dataset reported that machine learning models had better perfor-
mance when compared with multiple linear regression. Zhiyuan

Ma et al. used stacked generalization frameworks, which combine
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FIGURE 3 Permutation feature importance score from both models (A); cumulative R2 ordered by feature importance score of both
models (B). The permutation importance score and cumulative R2 were computed on the test set; the results showed the similarity in the
structure and performance of both models as VKORC1, CYP2C9, age, and weight were the most important features and accounted for 80%

of the maximum performance of models

multiple machine learning algorithms to estimate the optimal war-
farin dose based on 5743 subjects from the International Warfarin
Pharmacogenetics Consortium (IWPC) dataset. This study reported
that the performance of stacked models was significantly higher
than multiple linear models with MAE 8.31 mg/week and 8.53 mg/
week and accuracy of ideal dose 47.8% and 46.3%, respectively.?!
Another study, which also used the IWPC dataset, combined two
machine learning models to predict warfarin dose. The first model
was designed to classify patients into two groups based on required
maintenance dose and as consequence, the second model was used
to predict warfarin dose based on the first model results. The result
showed that the method had better performance in comparison to
the IWPC model and Gage model in terms of MAE (8.4 mg/week,
9.1 mg/week, and 9.9 mg/week) and RMSE (11.6 mg/week, 13.8 mg/
week, and 12.2 mg/week), respectively.?? This can be explained that
the larger sample size and homogeneity of the study population
might improve the performance of the predictive machine learning
models.

We also applied model-agnostic interpretation methods to fur-
ther analyze the internal structure of LR and GBM models. The
permutation importance score was calculated by measuring the
performance reduction when shuffling each feature, and we found
that VKORC1 (-1639G>A) genotype, CYP2C9 genotype, age, and
weight were the most important factors. It is widely recognized that
advanced age requires a lower dose of warfarin.?® The potential
mechanism is suspected to be due to the reduced blood flow to the
liver, which leads to lower amount of warfarin transported to the
liver or might be the poor capacity of vitamin K absorption in aged
patients while weight was shown to have a positive correlation with
warfarin dose.??3® Regarding the genetic factors, VKORC1 (-1639
G>A) can explain approximately 25% variability of the warfarin dose
requirement.3*"3% The substitution of amino acid in those having
CYP2C9*2 and CYP2C9*3 resulted in a lower catalytic activity of
CYP2C9; hence, lower warfarin dose was required in the patients
who have this genotype.34'35 These patterns were also confirmed
by two proposed models when using the partial dependence plot to
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illustrate the marginal effect on the predicted warfarin dose (Figure
S3). In clinical practice, it is difficult to collect information on all of
these features (LR: 15 features; GBM: 17 features). Thus, we per-
formed a cumulative R? analysis to visualize the trade-off between
the number of features and performance. As a result, the four most
important features including genetic factors (VKORC1 and CYP2C9
genotype) and clinical factors (age and weight) accounted for more
than 80% of the maximum performance of both LR and GBM mod-
els that were trained on our dataset (Figure S2). Also, partial depen-
dence of the features showed similar patterns for each feature in our
two models, depicting that the features have been similarly modeled
in both LR and GBM (Figure S3).

In order to compare the performance with other known mod-
els, we evaluated these models’ performance on the same testing
dataset. The performance of our LR and GBM algorithms has higher
accuracy of ideal dose (75.38% and 73.28%) in comparison to IWPC
(40%); Gage et al.}? (44%) and Cho et al.%¢ (67%). Similarly, our mod-
els resulted in lower MAE (0.58 mg/day and 0.64 mg/day) than IPWC
(0.92 mg/day), Gage et al.}? (0.97 mg/day), and Cho et al.3¢ (0.73 mg/
day). Details of the performance of each model are shown in Figure 4.
These results can be explained by the fact that the IWPC model was
developed on a dataset including multiple populations.® The model
was also adjusted by Asian and Black or African American races but
not specified for the Korean population. Similarly, the model of Gage
et al. was developed mainly on Caucasian information.'? The perfor-
mance of the Cho et al. model was higher than the IWPC and Gage's
models presumably because it was built on Korean patient data.%¢
Despite being better than two other models, the model by Cho et al.
had lower performance in comparison to our models. The difference
in sample size might be a reason for this result. While our models

were developed on the training set with 585 subjects, Cho’s model

was built on 101 subjects only. Another possible explanation might

1,26 while

be that only stroke patients were considered in Cho’s mode
other indications and comorbidities were included in our models
(Figure 3A). These data suggest that our models may be beneficial
for optimizing warfarin dose in the Korean population.

Our study also has limitations. First, only 650 subjects were
used to develop and validate models. In fact, the sample size is
known to have a high impact on the performance of machine
learning models. This may be one of the reasons why the GBM
model did not show any improvement compared to the LR model.
Another limitation of this study is sparse data. For example, only
3 subjects with CYP2C9*1/*13, 2 subjects with CYP2C9*1/*14,
and 1 subject with CYP2C9 *3/*3 were recorded in our dataset,
which may be difficult for pattern recognition and correctly mod-
eling the effect of rare genotypes in the model. Previous studies
also reported that CYP2C9*13 and CYP2C9*14 and CYP2C9*3/*3
are rare variants in Asian populations as well as the Korean pop-
ulation.’®% Regarding the difference in the genetic profiles of
CYP2C9 and VKORC1 among ethnic populations,’33¢-42 when
applying this model to populations other than East Asians or
Koreans, careful interpretation is required. Another limitation
worth mentioning is that it is a challenge when we want to apply
a pharmacogenomics (PGx) dose prediction model for starting a
treatment without genetic information. These models may be ben-
eficial when combined with a preemptive PGx screening. Because
the model in our study is focused on stable warfarin dose, appli-
cation of our model needs caution when being applied to patients
with other critical factors or when dosing unstable hospitalized
patients. Finally, most patients in our dataset had a target INR
of 2.25 (1.70-2.80). This means that our model’s dose prediction

would be more reliable when applied to patients in this range of

Multiple Linear Regression 75.38 0.77
Gradient Boosting Machine 73.85 0.73
Cho et al. (2016) 67.7 0.70
Our Previous Model (2009) 63.1 0.74
IWPC (2008) 44.6 0.70
Gage et al. (2008) 40.0 0.68
0O 20 40 60 80 10000 02 04 06 08 1.0

Accuracy of idea dose (%)

Correlation

Multiple Linear Regression 0.58
Gradient Boosting Machine
Cho et al. (2016)

Our Previous Model (2009)
IWPC (2008)

Gage et al. (2008)

0.97

0.82

1.15
1.22

0.0 05

Mean Absolute Error (mg/day)

1.5 0.0 05 1.0 1.5
Root Mean Squared Error (mg/day)

FIGURE 4 Comparison of the performance of other published algorithms on the test set. Our proposed models had better performance
compared to others in our dataset. These data suggest that our models would be beneficial for the Korean population
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target INR. When applying a predictive model to a patient with an
INR target that is different from the training data, careful interpre-
tation is required.

In conclusion, we extended our previously reported multiple
linear regression model for personalized warfarin dosing with a
higher number of patients and covariates in a Korean population.
The machine learning--based model (GBM) did not show signifi-
cant improvement in comparison to multiple linear regression (LR)
in our dataset. Although developing a multi-population machine
learning--based prediction model may be the desired goal, a sim-
ple and interpretable linear regression model developed on a small
ethnic group may be an appropriate strategy for predicting op-
timal warfarin dose. VKORC1 genotype, CYP2C9 genotype, age,
and body weight were the most important contributors in both
models and should be considered for preemptive warfarin dosing.
Further studies need to be conducted to confirm its usability in
clinical practice.
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